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ABSTRACT

This thesis is concerned with the diurnal cycle of sea surface temperature (SST).

The diurnal variability of SSTs are an important feature of the climate system. In order

to obtain accurate SST records and reduce errors in satellite derived SST estimates an

understanding of the diurnal signals in these observations are essential. Satellite derived

SST observations measure the skin and sub-skin layers whereas ocean models typically

resolve a 5 metre temperature. An understanding of these di�erences are important

for assimilation of SST.

In this thesis a one-dimensional mixed layer ocean model is improved and developed

with the capability of representing the dominant processes involved in the development

of the diurnal cycle of
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Chapter 1

Introduction

1.1 Motivation

Knowledge of sea surface temperatures (SSTs) has importance for humankind with

many valuable social and economic bene�ts. The SST is a crucial component in many

physical, biological, and chemical processes within the Earth system. It is one of the

most important properties governing the exchange of energy between the atmosphere

and ocean and as such is of paramount importance in air-sea 
ux calculations. A good

knowledge of SST is therefore germane in our understanding of upper ocean physical,

biogeochemical processes, and air-sea interaction. SST is a variable widely used for

describing ocean circulation and dynamics. It has an important role in Numerical

Weather Prediction (NWP) as a boundary condition in General Circulation Models

(GCMs) and therefore is valuable for weather forecasting. For example a necessary

condition for the genesis of tropical cyclones is that the SST be above approximately

26 ◦C and SST maps are used to evaluate oceanic heat content, which is important for

predicting hurricane intensity development [126] and [45]. It also has an important role

in climate science where it is viewed as a key indicator of climate change and variability

[53].
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1.2 Air-Sea Interaction

The SST may be perceived as being determined by a balance of many processes, includ-

ing air-sea exchange, ocean transport, and ocean mixing. Figure 1.1 illustrates these

principal environmental processes that a�ect SST. An understanding of these processes

and their interactions is vital for the bene�cial inclusion of global high resolution SST

observations into ocean models.

Figure 1.1: A schematic diagram illustrating the various processes that in
uence SST

in the ocean-atmosphere system.

1.3 Oceanic Heat Budget

The heat budget of the oceanic mixed layer represents a balance of several terms [132]

zMLD
@�a
@t

+ zMLD(va:∇�a +v′a · ∇�′a) + (�a− �zMLD
)we +∇·

∫ 0

zMLD

v̂a�̂adz =
Q+QzMLD

�cp
:

(1.1)
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From left to right the terms represent, local storage, horizontal advection (split into

mean and eddy terms), entrainment, vertical temperature and velocity covariance, and

the combination of net atmospheric heating and vertical turbulent di�usion at the base

of the mixed layer, where zMLD is the mixed layer depth, �a and va = (ua; va)
T are

the mixed layer depth averaged sea temperature and horizontal velocities, over-bar

represents a time mean, �
′
a and v

′
a are deviations from the mean, �̂a and v̂a represent

deviations from the vertical average. The entrainment velocity we can be replaced by

@zMLD

@t
+∇ · zMLDva following [132]. The net surface heat 
ux without solar radiation,

denoted Q, can be split into the following

Q = QE +QB +QH : (1.2)

From left to right these components represent the latent heat 
ux, the net surface

long-wave radiation and the sensible heat 
ux, with units Wm−2. The term QzMLD
can

be separated as follows

QzMLD
= I0 − IzMLD

+ �cpw′�′ZMLD
; (1.3)

where I0 denotes the net surface solar radiation, with units Wm−2. The mixed layer

does not absorb all of I0, a fraction IzMLD
penetrates below depth zMLD. The �nal entry

is turbulent di�usion at the base of the mixed layer.

Simpli�cations to this complete heat budget and a more in-depth look at the various

sources and sinks are presented in Chapter 3.

1.4 Observations

1.4.1 In-Situ Observations

A limited number of in-situ observations of SST are available from ocean moorings,

buoys, and ship observations. Argo 
oats [47] provide vital pro�le information of

temperature and salinity needed to initialise ocean models. In this thesis a few research

moorings providing intensive periods of observations are used to validate an ocean

model and develop assimilation routines.
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1.4.2 Satellite Derived SST

SST measured from Earth observation satellites is increasingly required for use in the

context of operational monitoring and forecasting of the ocean, for assimilation into

coupled ocean-atmosphere model systems and for applications in short-term NWP and

longer term climate change detection. The wealth of satellite SST data now available

for scienti�c research opens the possibility of large improvements to SST estimation.

Currently there are many di�erent operational SST data products available; most are

derived at least in part from satellite systems [106]. Space borne SST observations are

derived from brightness temperatures as measured by infrared (IR) or microwave (MW)

radiometers. The performance of infrared radiometers is hampered by cloud cover,

whereas the microwave radiation is able to propagate through clouds, but observations

can be contaminated by heavy rainfall (see Section 6.3 for more information).

1.5 Diurnal Variability

The optimal use of such data, however, is not straight forward. Donlon et al [32]

discusses the di�culties in validation of satellite SST measurements; they argue that

a better understanding of the spatial and temporal variability of thermal strati�cation

of the upper-ocean layers especially during low-wind speed is

for v



peak, after which the amplitude decays as surface co



spatial structure. The SST at 5 metres (the depth at the centre of the top grid box





1.6 The Influence of Diurnal Variability

The diurnal cycle is a fundamental signal in the climate system [157]. Increasingly



which then have a feedback e�ect on future SSTs. NWP and climate simulations use

standard SST datasets such as Reynolds et al [111] which produce monthly or weekly

mean �xed bulk SSTs. These SSTs are used in the calculation of the air-sea 
uxes. This

process can lead to two sources of errors. Firstly the bulk SST is not the temperature at

the interface and therefore should not be used in any 
ux calculations; earlier we noted

that skin to bulk temperature di�erences can be signi�cant. This is something that was

addressed by Fairall et al [35] who developed a bulk 
ux algorithm that incorporated

a warm layer and cool skin e�ect (see Section 3.5.8). The second source of error stems

from the use of mean SST values which smooth out any diurnal variations in SST.

Ledvina et al [75] showed that monthly, weekly, and daily averaged bulk meteorological

parameters can lead to serious errors in 
uxes especially in equatorial, temporally

variable wind regimes. In another study in the western Sargasso Sea by Cornillon et

al [23], they found that diurnal e�ects produced a monthly mean SST that was 0:2 ◦C

higher and resulted in a decrease of 5 Wm−2 in the mean heat 
ux entering the ocean.

Webster et al [151] reveal that a 1 ◦C change (or error) in SST would result in a change

(or error) of 27 Wm−2 in the net o wouldrn meanaci�c
34.066717 Td
(h)Tjis ecia



1.6.3 Repercussions for Mixed Layer Depth



sides of a horizontal SST discontinuity experience identical clear sky, low wind speed

conditions, then the warmer side will produce a weaker diurnal SST signal than the

cooler side. This is because on the warmer side the greater SST will cause a larger

heat release (resulting from long-wave radiation and latent and sensible heat 
ux losses)

from the ocean and thus dampen diurnal warming when compared with the colder side

of the front. Thus, in this situation, remotely sensed data of the sea surface taken dur-

ing the day would reveal a much reduced or even vanished horizontal gradient when

compared to the initial (pre diurnal warming) horizontal gradient. However, the true

horizontal gradient would still be present below the shallow diurnal thermocline. This

masking or camou
aging of horizontal gradients in remotely sensed SST data could

have adverse e�ects for users of such data e.g. the �shing industry, in the estimation

of acoustic transmission, and the forecasting of hurricane development.

1.7 Diurnal Variability Modelling

Attempts to model the upper ocean response to diurnal heating, cooling, and wind

mixing are limited in number. Accurately modelling diurnal variability is di�cult as it

involves the complex non-linear interaction between ocean and atmosphere. However,

attention should focus on a few core issues: the choice of mixing parameterisations, 
ux

forcing resolution, vertical grid resolution, and the penetration of solar radiation. In

this section a review of studies that have speci�cally focused on modelling the diurnal

cycle of SSTs is presented, focusing on the above issues.

The �rst detailed modelling study of the diurnal cycle was by Price et al [104] who

developed a bulk model dependent on the generation of shear instability at the base of

the mixed layer. This model was also used by Shinoda to model diurnal variability in

the western equatorial Paci�c [128] and [127]. Hallsworth [50] compared the Price bulk

mixed layer model with a turbulence closure model called GOTM (See Chapter 2)

at two mooring sites and consistently found GOTM performing better at modelling

the diurnal cycle of near surface temperatures. An alternative earlier bulk model by

Kraus and Turner [72] was compared to the di�usion model of Kantha and Clayson

11



[62] in a study on modelling odiurnalTj
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exponentially to 60 cm at the 60th layer, when comparing model output to AATSR

observations. Hallsworth [50] had a vertical grid with thickness of order centimetres

near the surface decreasing to order metres at deeper depths.

Another area of importance for diurnal cycle modelling is the penetration of so-

lar radiation into the ocean (see Section 3.3). In [104] they used a parameterisation

by Paulson and Simpson [100] (see Section 3.3). This parameterisation is still widely

used in diurnal modelling studies e.g. [9] and [127] in spite of its inappropriateness for

accurate representation of diurnal warming, presumably because it is still used in the

majority of current climate models. Improvements are, however, made by Horrocks et

al [52] who implement the more appropriate 9 band parameterisation [101]. Hallsworth

[50] experimented with several parameterisations including decomposing the full spec-

tral range into 278 interv



represent temperatures at the skin and





from the work. Areas for further research that could build on the foundations laid in

this thesis are also identi�ed.
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Chapter 2

The Model

2.1 Introduction

One-dimensional modelling of the oceanic mixed layer has been widely used in the

development of turbulence and air-sea 
ux parameterisations. Full scale ocean and

climate models are computationally expensive and are time consuming to run; thus

an advantage of the single column model is the ability to perform multiple model

simulations in a relatively short amount of time. The oceanic mixed layer model also

has reduced complexity and size which allows the user to become fully acquainted

with the model. These characteristics provide the malleable framework for testing

parameterisations. One-dimensional mixed layer models are particularly suitable for

modelling the diurnal variability of SST because much greater near surface vertical

resolution can be achieved compared with larger ocean models where computational

limits are apparent. This �ne vertical resolution is essential for the ability to capture

the diurnal thermocline which is of paramount importance in estimating SST over

diurnal time-scales, whereas the horizontal scales of three-dimensional ocean models

are of limited importance in the development of the diurnal cycle of SST.

Vertical exchange processes across the air-sea boundary, as well as vertical mixing

within the water column, are likely to a�ect the local conditions much more rapidly

and e�ectively than horizontal advection and horizontal mixing [93]. This is the as-

sumption adopted when using a one-dimensional model where horizontal gradients are

17







structures arise called eddies. Eddy motion is complex and the details little understood,

however stochastic average properties of the 
ow (averages over many realisations in

statistical theory) can be formulated [145].

2.3.2 Turbulent Kinetic Energy (TKE)

To complete closure of equations (2.1), (2.2), and (2.3) we need to compute the turbu-

lence parameters �t and � ′t. As described in [145hastic aed



2.3.3 Wave Breaking

The k{� 2-equation turbulence model has been modi�ed such that the analytical con-

cept of a wave-enhanced layer located on top of the classical law-of-the-wall layer is

reproduced. This follows work by Craig and Banner [24] who suggested modelling the


ux of TKE due to breaking waves into the water column as proportional to the cube

of the surface friction velocity. In order to implement this parameterisation into the

k{� 2-equation turbulence model, Burchard [11] modi�ed two features of the dissipa-

tion rate equation for �: the surface boundary condition and the turbulent Schmidt

number ��. It should be noted that wave breaking should only be used in conjunction

with near surface resolution of O(cm), and that the physics of this region of complex

dynamics is still in its infancy485 0 Td
(this)Tj16.363
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Figure 2.1: A sketch of the model grid made up of 150 non-uniform layers.

2.5 Numerics

Equations ((
(P)Tj
1 0 0 1 377.52 60Rp



Xn+1
i −Xn

i

�t
=
�ni

(
Xn+�
i+1 −X

n+�
i

1
2

(hi+1+hi)

)
− �ni−1

(
Xn+�
i −Xn+�

i−1
1
2

(hi+hi−1)

)

hi
; (2.22)

Xn+1
1 −Xn

1

�t
=
�n1

(
Xn+�

2 −Xn+�
1

1
2

(h2+h1)

)
− Fb

h1
; (2.23)

for 1 < i < 150, where the layer thickness hi is given in Equation (2.17). The semi-

implicit time level is de�ned by

Xn+� = �Xn+1 + (1− �)Xn: (2.24)

The value of � is chosen to be 0.6 which is slightly more implicit than the Crank and

Nicolson scheme [25], in order to obtain asymptotic stability. Because of the implicit

treatment of vertical di�usion and the absence of advection there are no limitations

by Courant numbers. The resulting linear system of equations (2.21) { (2.23) has a

tri-diagonal matrix structure which is solved by means of the Thomas algorithm (a

simpli�ed Gaussian elimination).

The numerical discretisation of equations (2.12) and (2.15) are slightly di�erent

from those above, due to the constraint that turbulent quantities are generally non-

negative. Equations (2.12) and (2.15) can be written in the simple form,

@X

@t
= P −QX; P;Q > 0; (2.25)

with X denoting a non-negative quantity, P a non-negative source term, QX a non-

negative linear sink term, and t denoting time. P and Q depend on X and t. A simple

discretisation of (2.25) would be

Xn+1 −Xn

�t
= P n −QnXn; (2.26)

which to keep the solution positive would require an unreasonable time step restriction

of

�t <
Xn

XnQn − P n
: (2.27)

Therefore a quasi-implicit numerical procedure [99] is applied

Xn+1 −Xn

�t
= P n −QnXn+1; (2.28)
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which always yields a non-negative solution for Xn



Chapter 3

The Forcing

3.1 Introduction

The dynamic coupling of oceanic



as follows. The surface insolation under clear skies may be split into a direct and di�use

component

I↓ = Idir + Idiff : (3.1)

These components are then calculated following the approach of Rosati and Miyakoda

[116]. The direct component is written as

Idir = S0 cos(!)� sec(!); (3.2)

where S0 denotes the solar constant estimated to be around 1370 Wm−2, and ! is the

solar zenith angle (the angle measured at the earth’s surface between the sun and the

zenith). The cosine of the solar zenith angle can be written as

cos(!) = sin(�) sin(�) + cos(�) cos(�) cos(h); (3.3)

where � denotes latitude, � denotes the sun declination angle (the angle between the

Earth-sun line and the equatorial plane), and h denotes the sun’s hour angle (which

is the angular distance, expressed in hours, minutes, and seconds (one hour equals 15

degrees), measured westward along the celestial equator from the observer’s celestial

meridian to the hour circle of the object being located). Finally � (in Equation (3.2))

denotes the atmospheric transmission coe�cient which represents the attenuation of

Idir by the atmosphere and is set at 0:7. The di�use clear sky radiation has been

approximated by

Idiff = ((1− Aa)S0 cos(!)− Idir) =2: (3.4)

This says that when scattering occurs, half is scattered downward and the other half

back. Aa represents water vapour and ozone absorption taken to be 0:09. Next a

modi�cation to I↓ due to cloud cover is needed. A comparative study of these methods

by Dobson and Smith [31] found that the Reed formula [109] gave the best long-term

mean insolation values. The Reed formula has been widely used in the oceanographic

community and is surprisingly accurate for such a simple expression [97]. The Reed

formula is as follows

I0 = I↓ (1− Cnn+ 0:0019�) (1− �) ; (3.5)

26



where n is the fractional cloud cover, cn the cloud cover coe�cient set as 0.62, � the

solar noon angle, and � the albedo calculated as a function of sun altitude as described

by Payne [102]. This formula is used only for 0:3 used



the incident surface irradiance that exists at depth. This can be parameterised as a

sum of exp



ozone), aerosols, and clouds. The up-welling radiation is emission from the sea surface,

depending on surface emissivity and �skin, augmented by a small contribution due to

re
ection of the down-welling LWR. Therefore we have

QB = ���4
skin − (1− �L)Q↓B: (3.9)

The largest component is the up-welling part, which is most accurately computed using

the Stefan-Boltzmann Law, (���4
skin) where � is the surface emissivity taken to be 0:98,

� is the Stefan-Boltzmann constant (5:67× 10−8 Wm−2K−4), and �L is the long-wave

re
ectivity taken to be 0:045. To compute the LWR either measured observations of

Q↓B (the down-welling component) from a pyrgeometer can be used, or QB can be

obtained from operational analyses. Alternatively the LWR can be parameterised; in

GOTM a formula by Clark is used [21]:

QB = ���4
skin(0:39− 0:05e0:5)(1− �nn2) + 4���3

skin(�skin − Ta); (3.10)

where e is the water vapour pressure in surface air with units of millibars, n is the

fractional cloud cover, Ta the air temperature in Kelvin and �n is a latitude dependent

cloud cover coe�cient. Many other parameterisations are also in existence but, a

review by Katsaros [65] found Equation (3.10) to be most accurate with a bias of

only −5:5 Wm−2. More recent parameterisations by Bignami [10] and Josey [58] have

been shown to beKatsarosula
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3.5.2 Reynolds Averages

This is a technique that allows us



3.5.5 Bulk Formula

Using the above theory, we are now able to express our turbulent 
uxes for wind stress

τ = (�x; �y)



�h

T∗

@ < Ta >

@h
= �T : (3.20)

The quantities in angular brackets represent mean values in time, � denotes the von

Karman constant, and �i are functions of the stability parameter � = h=L, where L is

the Monin-Obukhov length de�ned as

L =
Tv|u∗|3
g� 〈w′T ′v〉

; (3.21)

Tv denotes the virtual air temperature and h the height above the surface. Integrating

(3.18) { (3.20) from the surface to the measurement height gives

u(hu) = us +
u∗
�

[
ln

(
hu
z0

)
− 	m

]
; (3.22)

q(hq) = qs +
q∗
�

[
ln

(
hq
z0q

)
− 	q

]
; (3.23)

Ta(hT ) = �skin +
T∗
�

[
ln

(
hT
z0T

)
− 	T

]
; (3.24)

where the functions 	i (the integrals of �i) are stability corrections to the pro�le.

The quantities z0, z0q, and z0T are the roughness lengths (the heights at which the

extrapolation of the logarithmic pro�les reach the respective surface value under neutral

conditions, see [98] or [73] for discussions on this topic).

Therefore using equations (3.22) { (3.24) together with equations (3.15) { (3.17)

the transfer coe�cients can be written as

CD = �2

[
ln

(
hu
z0

)
− 	m

]−2

; (3.25)

CE = �2

[
ln

(
hq
z0q

)
−	q

]−1 [
ln

(
hu
z0

)
− 	m

]−1 2 { (3.17)
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3.5.7 Kondo

Deriving parameterisations to calculate air-sea 
uxes is very di�cult. Many approx-

imations are needed and much of the physics is not well understood. A plethora of

di�erent approaches have been developed and implemented over the years. A good

reference guide to many of the methods is presented in [97]. In the public domain

version of GOTM the method of Kondo [71] is used. In this method the transfer co-

e�cients under neutral conditions are approximated by a quadratic function of the

10 metre wind speeds. These are then used together with an approximate stability

formula to �nd the transfer coe�cients proper. Much advancement in the science of

parameterising turbulent 
uxes has been achieved since Kondo’s publication. There-

fore we implemented a more recent and advanced algorithm (see Section 3.5.8 below)

into GOTM.

3.5.8 TOGA-COARE Algorithm

A newer scheme devised and updated by Fairall et al, ([37] and [36]) for the TOGA

COARE region has been found to be accurate within 5% for wind speeds of 0{10 ms−1

[36], and is considered state-of-the-art. This scheme was studied and implemented into

GOTM as an alternative to Kondo.

The algorithm is based on the Liu-Katsaros-Businger [76] method with the added

sophistication of a skin SST [35], (the true interface temperature), and a gustiness

velocity factor to account for sub-grid scale variability.

The transfer coe�cients are computed using an iterative cycle where scaling pa-

rameters and stability In 11f75
9485 anpa-anvsci.ters isundernotof the computed
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where � is an empirical coe�cient, � is the kinematic viscosity of water, and u∗ is the

friction velocity of the water. The di�culty comes in estimating �. Saunders initially

estimated a value between 5 and 10. More recently Fairall et al [35] developed a �

with a dependence on wind speed including a smooth transition from a shear-driven

to a free convection regime as wind speeds asymptote to zero. The skin temperature

represents the true interfacial temperature at which heat exchange between the ocean

and atmosphere occurs, and thus its inclusion in air-sea 
ux algorithms was an impor-

tant development [35]. This cool skin parameterisation is used in the TOGA COARE

air-sea 
ux algorithm described above.
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4.2 Mooring Sites

Meteorological and sea temperature observations are obtained from the Woods Hole

Oceanographic Institute (WHOI) upper ocean mooring data archive; this is publicly

available at [5]. Work presented here uses time series from three of these deployments.

Details of the locations, duration, and frequency of data for each time series is given

in Table 4.1. The meteorological variables consist of the wind speed components u

and v, air temperature Ta, relative humidity qrh, and air pressure



of platforms and sensors. A surface mooring was deployed during the COARE intensive

observation period for the determination of surface 
uxes and upper ocean structure

near the centre of the warm pool [154]. This warm pool region has been under intense

scrutiny because of its importance in world climate [152]; over a decade of work has

greatly increased our understanding of this region [44]. One dimensional mixed layer

models using this data have contributed to several of these studies e.g. [151], [2], and

[128].

Arabian Sea Site

A moored array was deployed in the Arabian Sea in order to improve understanding of

air-sea interaction in the region, and in particular to investigate the oceanic response

to the strong, large-scale atmospheric forcing associated with the summer and winter

monsoons. A full accounitsdeterminationSea5.
200.9823 0 Td
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4.3 Modelling the Upper Ocean

This chapter presents modelling results at the three mooring sites. The ability of the

model to replicate the sea temperature records, given the observed forcing, can be

assessed in various ways. Comparisons are made between the observed and modelled

sea temperatures at various or all depths in the water column. Particular interest is

paid to the depth of the shallowest measurement (0:45, 0:17, and 1:0 metres at COARE,

Arabian Sea, and Subduction respectively) and the ability to model the near surface

variability. In this thesis the magnitude of diurnal warming is de�ned as the maximum

SST (at the shallowest observed depth, zobs
1 ) minus the minimum SST over a 24 hour

window starting at 00:00 GMT

��zobs
1

= max
0−24

�zobs
1
−min

0−24
�zobs

1
: (4.1)

A diurnal warming signal of zero is given if the SST at the start remains the maximum

over the day; this eliminates



to the maximum modelled depth, z = 150 m, and then integrating again over di�erent

times, T , to give the evolution

cp�0

∫ T

0

∫ 0

150

@�

@t
dzdt =

∫ T

0

I +Qdt: (4.3)

The two sides of this equation were evaluated from model results at the three mooring

sites over the whole time series giving values of 3:2 × 108 Jm−2 at COARE, 2:1 ×
109 Jm−2 at Arabian Sea, and 4:8× 108 Jm−2 at the Subduction site. The balance of

both sides of Equation (4.3) demonstrates that the model conserves heat entering and

leaving through the surface boundary. Another comparison is made by comparing the

left hand side of Equation (4.3) evaluated using observed temperatures and modelled

temperatures (see Section 4.5). This is not expected to be identical as the complete

H27.8096 as b
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these are presented in Tables 4.3 and 4.4. The values in these tables are calculated

from hourly output. The mean air-sea 
ux values over the whole observational time-

series at each mooring site, as shown in Table 4.3, are di�erent for the two algorithms.

The Fairall values are generally smaller in each case. The largest di�erence occurs in

the sensible heat 
ux, which on average over the three mooring sites is 39% smaller for

the Fairall estimate compared to Kondo. The root mean square di�erences between the

two schemes as shown in Table 4.4 are also relatively large. Again this is particularly

true for the sensible heat 
ux where the di�erences between the Fairall and Kondo

scheme can be over 50% of the mean value.

Mean Values

Site Flux Scheme QE (Wm−2) QH (Wm−2) |τ | (Nm−2)

COARE Kondo −101:99 (−102:42) −10:44 (−10:49) 0.05 (0.05)

COARE Fairall −104:38 (−102:94) −7:87 (−7:57) 0.04 (0.04)

Arabian Sea Kondo −124:31 (−142:21) 7.32 (−3:09) 0.1 (0.1)

Arabian Sea Fairall −107:32 (−111:06) 0.48 (−0:44) 0.1 (0.1)

Subduction Kondo −119:65 (−116:39) −12:6 (−9:44) 0.08 (0.08)

Subduction Fairall −117:3 (−102:38) −11:57 (−6:09) 0.07 (0.07)

Table 4.3: Mean air-sea 
uxes (latent heat, QE; sensible heat, QH ; and wind stress,

|τ |) calculated using the Kondo and Fairall algorithms. Values in brackets use the

observed SST as opposed to the modelled SST to calculate the air-sea 
uxes.

The results shown in this thesis use the TOGA COARE algorithm developed by

Fairall et al which is widely appreciated as being signi�cantly more accurate [97]. The

evidence presented here is limited as no 
ux observations are available for compari-

son. However, results from comparing modelled SSTs, from the two 
ux methods, to

observations seem to favour the Fairall algorithm. Results presented in this section

also show that the instantaneous di�erences between the calculated 
uxes of the two

methods are signi�cant.
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errors from 0:76 ◦C to 0:62 ◦C. The results at the mooring sites presented in this thesis

use the 9-band parameterisation.

4.5 Model Results and Discussion

In this section a more detailed analysis of the model results at the three mooring sites is

presented. In these experiments the model is initialised with observed sea temperatures

at the start of the time series and forced with air-sea 
uxes calculated from the surface

meteorology (Table 4.1) using the Fairall air-sea 
ux algorithm, together with down-

welling SWR and LWR observations every 15 minutes.

4.5.1 COARE

Given in Figure 4.3 are plots of SST, daily maximum 15





gains/loses heat and thus causes temperatures to rise/fall faster within the mixed layer.

The evolution of the total column integrated heat content is seen in Figure 4.3

(c). In these heat content plots what is imp
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to the observed heat content. It is clear that on these occasions the evolution of the

modelled and observed heat content are rather di�erent. In Equation (4.3) it is shown

that the modelled value is determined by the total heat 
ux I +Q, this being the only

supply of heat to the system. Here I + Q is calculated from observed down-welling

SWR and LWR values with parameterised values of latent and sensible heat 
ux and

up-welling LWR (see Sections 3.4 and 3.5). The use of parameterisations could be a

source of potential error in the modelled heat content. However, on the occasions when

the two lines in Figure 4.4 (c) signi�cantly diverge (e.g. between days 0{10, 25{80, and

270{280) the errors are so large that uncertainties in QE, QH , and Q↑B can be ruled

out as the major contributing factor to this divergence of heat content. For example,

in the �rst 10 days the heat content derived from temperature observations increases

by approximately 1:5× 109 Jm−2 over the modelled heat content, this would represent

an increase in surface heat 
uxes of over 1700 Wm−2 for this period, clearly impossible.

However, if advection is important, i.e. v · ∇� is large on these occasions, then our

modelling assumption breaks down and we might expect these kinds of di�erences.

A paper by Fischer [39] using the same data, in addition to remotely sensed data

of the region demonstrates that the observed temperature trend over the whole period

is roughly balanced when the heat budget includes the surface forcing, but also strong

episodic modulation from mesoscale variability in the horizontal advection. The paper

concludes that this mesoscale modulation took two forms, one for each monsoon period.

During the NE Monsoon (days 14{121) the heat budget was in
uenced by the passage

of a series of mesoscale eddies with large variations in thermocline depth, but little

surface signature. Then during the SW Monsoon (days 226{333) cool, coastal up-

welled water transported to the moored site by mesoscale eddies was deemed a major ist,6.1197 0 98 Td
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4.5.3 Subduction Experiment Region

Figure 4.6 (a) shows that the modelled SST warms in relation to the observations at

around day 150 coincident with a decrease in observed heat content (see Figure 4.6

(c)). Over the whole time series the modelled 1 metre SST has a warm bias of 0:58 ◦C.

The RMS of (�1m−�obs1m) over the time series is 0:66 ◦C, see Table 4.5. The mean diurnal

warming signals at this depth are 0:26 ◦C for the observations and 0:36 ◦C for the model.

The annual deepening and shoaling of the mixed layer is again well represented by the

model over this long simulation. In the heat content plot in Figure 4.6 (c) the observed

and modelled values of the �rst 100 days are closely matched. However after this time

the heat content derived from the temperature observations signi�cantly decreases with

respect to the model derived values, and from this point the model contains much more

heat than is observed.

RMS Errors

Site SST (◦C) Diurnal Warming (◦C) MLD (m) Strati�cation (◦C)

COARE 0.29 0.36 14.85 0.22

Arabian Sea 0.71 0.26 23.81 0.23

Subduction 0.66 0.18 26.19 0.14

Table 4.5: Statistics from comparisons derived from observations and model simulations

at the mooring sites.

4.6 Effects of Different Cloud Forcing

In this section an investigation is made into the impact of cloud e�ects on the upper

ocean. The SWR is the largest component of the ocean heat budget and the amount

of radiation received at the sea surface is signi�cantly a�ected by cloud cover which

acts as a barrier preventing the sun’s radiation from reaching the sea surface. Cloud

cover also in
uences the down-welling component of the LWR, as clouds emit thermal

infrared radiation.
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At the Arabian Sea site the down-welling components of SWR and LWR were

observed and this data was used to force the morv



is primarily caused by advection events at these times.

Mean Error RMS Error

SST DW SST DW

SWR & LWR Observations 0.13 −0:14 0.71 0.26

SWR Observations −0:12 −0:15 0.65 0.28

Clear Sky Conditions −0:66 −0:2 1.17 0.31

Table 4.6: A table showing the modelled SST and diurnal warming (DW) accuracy, in

◦C, at the Arabian Sea forced with SWR and LWR down-welling observations, SWR

down-welling observations with clear sky for LWR, and clear sky conditions for SWR

and LWR.

The sensitivity of the model to the cloud parameter can further be seen at the

COARE site where SWR values are high, and large diurnal warming events are evident,

as shown in Figure 4.8. The day to day variability in the SWR observations (as can be

seen in Figure 5.3), primarily due to changes in cloud cover, are large and on occasions

over 150 Wm−2, which can be half the daily mean SWR value on some days. If the
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SST values are shown in Figure 4.8. It is important not only to notice the drift in

SST with zero cloud cover, but also the exaggerated diurnal cycle compared with the

observed trends and peaks. The converse is also noted: simulating full cloud conditions

leads to an underestimation of SST and its diurnal amplitudes. The mean diurnal

warming from observations, clear sky, and full cloud are as follows: 0:48 ◦C, 0:85 ◦C,

and 0:33 ◦C. This shows how uncertainty in cloud cover could substantially e�ect the

modelled diurnal cycle. Error statistics are presented in Table 4.7.



correction (with an e�ective mean cloud cover value of 0:30, following [41]) to the clear

sky SWR over the whole period. Results from this experiment, shown in Table 4.7,

reveal that the SST no longer



transmission at the individual sites) and inverting the Reed formula (Equation (3.5))

n =

(
1− Iobs

I↓
+ 0:0019�

)
=Cn: (4.4)

Where over-bar denotes a 6 hourly mean value. This technique allows the SWR to be

calculated at a much �ner time resolution (at each model time step) with a 6 hourly

�xed cloud correction performed using the Reed formula. The diurnal cycle of SST is

a fundamental response to the solar forcing over the da





Chapter 5

The Assimilation of SST Data

5.1 Introduction

Data assimilation is the process of merging together in an optimal sense measured

observations with a dynamical system model to gain maximum likelihood estimates of

the required state. Data assimilation has its theoretical foundations in optimal control

theory, a branch of mathematics �rst developed by Pontryagin



and these may be expressed as

yk = hk(xk) + �k; k = 0; : : :



The above problem can be solved directly giving a sequential data assimilation

scheme, or indirectly to give a four-dimensional variational (4D-Var) assimilation scheme.

Using the direct approach the solution can be expressed as (see Kalnay [60] for a deriva-

tion)

xbk+1 = fk(x
a
k; uk); (5.4)

xak+1 = xbk+1 +Kk

(
hk
(
xbk+1

)
− yk+1

)
; (5.5)

where

Kk = BkH
T
k

(
HkBkH

T
k +Rk

)−1
(5.6)

is called the gain matrix and Hk = @hk
@x

∣∣
xbk

with k = 0; : : : ; N − 1. Equation (5.4)

represents a prediction for the background states produced from the model equations,

and Equation (5.5) represents analysed states based on a correction to the background

from mo



This is solved iteratively and each step of the gradient iteration process requires



sub-surface temperature were used to project the surface information into the deep

ocean, using data and model error estimates and an optimal interpolation approach to

blend model and observed �elds.

The UKMO 1◦ global FOAM has a top grid point temperature representing a mean

value over the top 10 metres of ocean. The SST observations used for assimilation

come from �xed surface buoys (TAU / TRITON), a coarse AVHRR gridded data set,

drifting buoys, observing ships, and anything else that comes in over the GTS (Global

Telecommunication System, a meteorological agency observations network). An OI

assimilation system is used with horizontal and vertical correlation length scales [7].

5.3.2 ENSO Forecast Models

SST



model SST, but retains the observational information in the temporal variability. This

is so that observational forcing was not made too strong in the regions where the model

SST has a signi�cantly di�erent variance structure. In this 3D-Var assimilation scheme

a linear relationship between any two neighbouring depths was derived using singular

value decomposition and then applied to estimate the then w iec9mate

is



lem could not be adequately approached in a one-dimensional framework. They noted

that only errors in the air-sea heat 
ux are accounted for and that other sources of er-

rors such as modelled horizontal advection and diapycnal mixing are not corrected. The

results were shown to be particularly poor in shallow areas where the three-dimensional

thermal distribution is strongly a�ected by tidal excursions and river in
ow. Without

any horizontal correlations, patches of observational data voids, due to cloud cover led

to unrealistic gradients being generated after the assimilation, resulting in the creation

of spurious currents on occasions.

5.3.4 Restoring Boundary Conditions

Traditionally ocean general circulation models are forced by restoring boundary condi-

tions, wherein the top model temperature is restored



(5 metres), �2:5m the temperature in the �rst layer of the



HadISST

The UKMO Hadley Centre for Climate Prediction and Research (Hadley Centre) Sea

Ice and Sea Surface Temperature data set, HadISST1, combines monthly globally com-

plete
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The success of the assimilation method can be viewed in Figure 5.1 where a drift,

as shown previously in Figures 4.3,
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constraints of the SWR



For the Arabian Sea (Figure 5.4) there are occasions (e.g. days 0{10, 25{40, 40{80, and

270{280) when changes in the 1-D budget are to
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temperatures, air-sea 
uxes, and ocean mixing. An example, at the Arabian Sea site,

of how the SST assimilation can a�ect the MLD is shown in Figure 5.7. As observed in

Figure 5.2 at around day 260 there is a large di�erence in the sum of LWR and latent

and sensible heat 
uxes calculated by the control run and the model run with data

assimilation. This change in the heat 
ux total produces the shoaling in the MLD at

around day 290 and thus better resolves the observed MLD at this time. However, this

type of change in the MLD is not seen at other times of the year.



temperatures would b





information is needed in order to constrain ocean heat content. Nevertheless a series

of SST observations in time may contain information on the depth of the true mixed

layer, although how this could be utilised was not established. A major problem with

some of the assimilation methods developed in this chapter was the attribution of error

to a single cause. At these various sites and at di�erent times numerous sources of

temperature errors have been identi�ed. These include advection, cloud cover, and

incorrect MLDs; however, it is very di�cult to attribute a single daily SST error to

a particular process. Therefore at this stage the best that can be done is to make

corrections to mixed layer temperatures based on SST measurements, and whenever

possible use pro�le information to improve initialisation. In Chapter 7 it is shown how

SST observations taken over the day can be used to improve the modelled estimation

of diurnal warming. But before, in the next chapter, our work at the mooring sites is

extended to other areas by using operational data sets.
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6.2 Global Data Sets

Data are needed to initialise and force the



immediately usable for our purposes, is from the SEVIRI, AMSRE, and TMI. These

instruments and what they measure are described in more detail below. To use the

other data sets would require the implementation of a search algorithm to �nd the data

at the locations required, but considerable additional computer time would be needed.

The L2P GHRSST-PP data products come with Single Sensor Error Statistics

(SSES). The satellite observations used for this thesis have the GHRSST estimated

bias removed. Each GHRSST observation is provided with a proximity con�dence

value. Only data with values considered ‘acceptable’ and ‘excellent’ (values 4 and 5

respectively) for the infrared observations and ‘acceptable’ and ‘diurnal’ (values 12 and

13 respectively) for the microwave observations are accepted for inclusion in this work.

This choice selects observations far from any corrupting in
uences, such as cloud for

infrared and rain for microwave, but keeps observations that are potentially a�ected

by a diurnal signal.

GHRSST-PP L4 products are designed to provide the best available estimate of

the SST from a combined analysis of all available SST data. In-situ data form an

important component of the L4 process as these data are used to correct for biases

between the satellite data sets. L4 products capitalise on the synergy bene�ts of using

in-situ, microwave satellite SST, and infra-red satellite SST. The GHRSST L4 products

include the UKMO OSTIA product described in Section 5.3.5.

For more information on the data processing speci�cations adopted for the GHRSST

products see [33]. The three SST data products used in this chapter and the next are

now introduced.

6.3.1 SEVIRI

Radiometric measurements from the Spinning Enhanced Visible and Infrared Imager

(SEVIRI) on-board Meteosat Second Generation (MSG) satellites (from Meteosat-8,

launched August 2002, onwards) are used to derive SST observations. Imaging is

achieved with a bi-dimensional Earth scan from a geostationary orbit. New images for

each infrared channel are available every 15 minutes. The GHRSST product picks the

‘best’ measurement in a 3 hour period. As an infrared measurement the images are
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contaminated by cloud cover so that good



6.3.3 AMSRE

The Advanced Microwave Scanning Radiometer for Earth Observing Systems (AMSR-

E) was launched in May 2002, aboard NASA’s Aqua spacecraft which has a sun-

synchronous orbit. JAXA provided AMSRE to NASA as an indispensable part of

Aqua’s global hydrology mission. Over the oceans, AMSRE is measuring a number

of important geophysical parameters, including SST, wind speed, atmospheric water

vapour, cloud water, and rain rate. A key feature of AMSRE, as with TMI is its

capability to see through clouds, thereby providing an uninterrupted view of global

SST and surface wind �elds. It measures the temperature of the top layer of water

approximately 1 mm thick, (�subskin). Missing data can be due to sun glint, rain, sea

ice, and high wind speed (> 20 ms−1). Error statistics are given in Table 6.1.

Match-ups Bias (◦C) Standard Deviation (◦C) Dates

TMI { Reynolds 0.05 0.80 01/01/98 to 18/09/06

TMI { ship engine intake −0:03 0.77 02/09/98 to 04/11/06

TMI { moored buoy −0:08 0.57 02/09/98 to 04/11/06

TMI { drifting buoy 0:04 0.61 02/09/98 to 04/11/06

TMI { ship bucket 0.11 0.62 02/09/98 to 04/11/06

TMI { ship hull −0:06 0.66 02/09/98 to 04/11/06

AMSRE { Reynolds −0:05 0.76 30/05/02 to 04/11/06

AMSRE { ship engine intake −0:01 0.75 30/05/02 to 04/11/06

AMSRE { moored buoy −0:02 0.50 30/05/02 to 04/11/06

AMSRE { drifting buoy −0:02 0.54 30/05/02 to 04/11/06

AMSRE { ship bucket 0:01 0.65 30/05/02 to 04/11/06

AMSRE { ship hull −0:04 0.69 30/05/02 to 04/11/06

Table 6.1: Mean validation statistics calculated from near real time daily collocated data

sets at [140].
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6.4 Experimental Set-Up

The availability of global operational forecast and analysis data to force and initialise

the model allows the freedom to run GOTM at any and many locations. An example

for July 2005 in the North Atlantic is shown in Figure 6.1. Here GOTM is initialised

daily at 00:00 GMT with 1



Reed parameterisation (Equation (3.5)) is used. Integrating this over a 6 hour window

gives ∫ T+6

T

I0dt =

∫ T+6

T

I↓ (1− 0:62n+ 0:0019�) (1− �) dt; (6.1)

where T are the 6 hourly forecast times. The left hand side of equation (6.1) is set

equal to the ECMWF value, and Equation (6.1) can be rearranged to �nd an e�ective

mean cloud value over this window,

n =
(1 + 0:0019�)

∫ T+6

T
I↓(1− �)dt−

∫ T+6

T
I0dt

0:62
∫ T+6

T
I↓(1− �)dt

: (6.2)

If it is night time, so that
∫ T+6

T
I↓(1−�)dt = 0, then persistence nk = nk−1 is assumed.

A check is also made to enforce the physical cloud limits 0 ≤ n ≤ 1. The net surface

SWR, I0, used in the model run is calculated using the Reed formula (3.5) with the 6

hourly cloud values derived from the 6 hourly integrated ECMWF net surface SWR as

described above. The other tegrated ECM9Td
(v)Tj
5.I9 0 Td
ECM9Td
/R27 11.9552 Tf
13.6653 0 Td
(=)Tj
12.4698 



in low wind speed conditions. Thus OSTIA can b



sensitive to the amount of mixing being generated in the top grid boxes and this is

particularly true in low wind speed conditions. Under low wind speed conditions the

surface stress is very slight and little TKE is generated, the model has a tendency to

under produce TKE in such circumstances, but these values are of extreme importance

when modelling the diurnal cycle. To prevent the extinguishing of TKE an internal

wave parameterisation (see Section 2.3.4) can be included to represent internal wave

activity which always leaves a background residue of TKE. To enhance mixing at the

surface a wave breaking parameterisation (see Section 2.3.3) can be included. Under

low wind stress conditions the type of surface boundary conditions (prescribed Dirich-

let conditions or a 
ux boundary Neumann type condition) for TKE and dissipation

can also make a di�erence.

The starting point was to consider modelled diurnal warming estimates of over 4 ◦C

as unlikely. The various combinations of options were tested over the selected region

and chosen time period and a count was taken of the number of occurrences when the

modelled diurnal warming exceeded 4 ◦C and a record kept of the maximum value. If

the model is consistently under producing TKE at the near surface then it is expected

that the number of extreme warming events will increase in number and magnitude.

The modelled SST, �0:015m, is validated against
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6.5.2 Prescribed vs Dynamic Air-Sea Fluxes

The ECMWF predicts
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6.6 Results and Discussion

Having found improvements by using an IW mixing parameterisation, calculating the

air-sea 
uxes dynamically, and implementing a better ocean radiant heating parame-

terisation the improved experimental set-up was implemented over the Atlantic Ocean

(−50 ◦N to 50 ◦N and 270 ◦E to 359 ◦E). Modelled diurnal variability (��0:015m) maps

were produced for the �rst week of January 2006 and are shown in Figures 6.4 to 6.10.

Also shown in Figures 6.4 { 6.10 for comparison are graphs of the daily modelled

mean SST
(
�0:015m

)
, the daily modelled mean wind stress

(
|τ |
)

, and the daily modelled

peak SWR
(
I0

)
. There are not too many noticeable changes to the mean SST; however,

day to day changes in the diurnal warming can clearly be seen. This particular week

is during southern hemisphere summer and several places south of the equator reach a

peak SWR of 1000 Wm−2. (77 0 Tdi -9.7200tRTd
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Figure 6.4: A map of the A



Figure 6.5: A map of the Atlantic Ocean showing daily mean SST
(





Figure 6.7: A map of the Atlantic Ocean showing daily mean SST
(
�0:015m

)
, diurnal

warming (��0:015m), daily mean wind stress
(
|τ |
)

, and daily peak SWR
(
I0

)
for the

4th January 2006.
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Figure 6.8: A map of the Atlantic Ocean showing daily mean SST
(
�0:015m

)
, diurnal

warming (��0:015m)015



Figure 6.9: A map of



Figure 6.10: A map of the Atlantic Ocean showing daily mean SST
(
�0:015m

)
, diurnal

warming (��0:015m), daily mean wind stress
(
|τ |
)

, and daily peak SWR
(
I

, )m



over 6 particular years does show some similarities - particularly the susceptibility of

the latitude band −40 ◦N to −20 ◦N to strong diurnal warming. As far as is known

plots such as Figures 6.4 { 6.10 are a �rst attempt to produce such maps based on

model output and are of added value in several respects. Firstly they can be produced

globally complete on a daily basis, as they do not rely on particular overpass paths

and times or the availability of day/night overlaps in the observations. Secondly many

climate and ocean modellers are reluctant to include a diurnal cycle in their models

because of the increased cost of extra vertical resolution; therefore the satellite commu-

nity are required to provide observations for assimilation that are not ‘corrupted’ by a

diurnal signal. These maps can be used to highlight areas where observations are likely

to have a diurnal warming signal and 
ag observations in the vicinity; or better still

use the model output to remove the diurnal bias at any location. Thirdly this simple

model approach could potentially be useful for improving accuracy in observational

foundation SST products by again removing the diurnal signal and reducing bias. It

follows from the previous two points that what is actually required is not necessarily

a diurnal warming value but the skin to bulk measure at an observation time. For

example, a satellite measures the temperature at the skin or sub-skin depth and a

quanti�cation of the near surface variability is needed to convert this measurement

to the foundation depth for inclusion in a bulk SST product,inclusionfoundation for

requ14re t andcean signy;del thisa0 Td
dSecon2223Tj
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(to)Tj
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OSTIA on average. This should be expected as OSTIA represents a night time or foun-

dation temperature, whereas the match-ups here compare all observations, including

those that contain a diurnal signal. It is odd, however, that the daytime AMSRE and

TMI observations show a positive bias (OSTIA warmer than





time.

In the next chapter a method is developed by which the modelled diurnal warming

estimates are improved by the assimilation of satellite observations of SST. In combin-

ing model output with observations over the diurnal cycle uncertainties in the original

modelled output are reduced.
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Chapter 7

Assimilating Satellite SST

Observations into the Diurnal Cycle

7.1 Introduction

The work in Chapter 6 demonstrated how operational forecast data can be used to

force a collection of mixed layer models in order to estimate diurnal variability. The

output from these model simulations can be used to evaluate diurnal warming patterns

in time and over a wide area, as seen in Figures 6.4 { 6.10. In the introduction to

Chapter 5 it was described how data assimilation is used to merge dynamical



cloud cover. In this chapter



provide the diurnal warming estimate at the observation time. This observation op-

erator can not be invariant as the transformation will depend on the particular local

conditions at a given time. Developing such an operator is not an easy task; sev-

eral attempts at parameterising the likely warming (e.g. [151], [68], [42], and [137] )

have experienced di�culties in representing the full range of outcomes in this highly

complex and non-linear system. A prognostic skin SST scheme has been tried with

the ECMWF atmospheric model [158]; however, its e�ect on weather forecasting and

four-dimensional data assimilation have yet to be fully examined. In Chapters 4 and

6 of this thesis results are presented which show some degree of success in modelling

the diurnal variability. The use of GOTM in this way can be viewed as providing a

dynamic observation operator H, because by modelling the diurnal cycle and provid-

ing good near surface resolution we are able to quantify the transform from foundation

temperature to skin or sub-skin temperature. However the modelled diurnal variability

is not without error. This error could be reduced by assimilating the observations into

the diurnal cycle at the correct time and near surface depth. How this should best be

done is an interesting problem in itself.

The extent of diurnal warming is predominately dependent on two key factors: sea

surface wind speeds and the strength of the insolation, whose variance at a given lo-

cation and time is largely determined by the cloud cover. As explained in Section 1.5

strong insolation during daytime, under clear skies, causes a warm stable strati�ed

layer to appear, but this near surface warming can easily be broken down in the pres-

ence of wind driven mixing. The uncertainties in these forcing variables (cloud cover

and wind speed) thus contribute to the uncertainty in the modelled diurnal warming

estimates. Unfortunately in NWP there is not a single, simple law which governs the

formation of cloud and thus it is very di�cult to parameterise and is a



vational comparisons are di�cult and errors vary for di�erent regions and time scales

[17]. In diurnal cycle modelling the high values are not of concern as no diurnal signal

forms at high wind speeds; howevhe ev higheeds;highscomparislo252 0 
(r83ignal)T3252 0 Td725alues eeds; high the whigh



7.3.1 Overview

A forcing parameter pair (�A; �B) associated with adjustments to the wind speed, w,

and cloud cover, n, is introduced and its value tuned over each 24 hour window. Five

model realisations are required over the time window. To start with, the parameters

are set at zero and the wind speeds and cloud cover values are derived from ECMWF

6 hourly forecasts. A further model run is performed in which �B is perturbed. The

results of these simulations are use9.4322tTj
1Tj
201.8747 0 Tdffl6s9c3 0 0 Td
50w.



because of the strong cloud limits, see Equations (7.10) and (7.11). The SST can now

be viewed as a function of the parameters

�150 = �150 (�A; �B) : (7.7)

The observed forcing data, nobs, is obtained by using the 6 hourly integrated ECMWF



quadrants:

0 < �A ≤ 1;

0 < �B < 3;
(7.10)

if J0 > 0 and

−1 ≤ �A < 0;

−1 < �B < 0;
(7.11)

if J0 < 0. In the trivial case where J0 = 0 the optimal parameters are (0; 0). The choice

of parameter range is (where possible) based on physical assumptions. The range for �A

is therefore the maximum and0



representing a 25 % change in the wind speed forcing. The cost function J(0; �B1) is

evaluated over the period. Then estimate the sensitivity or local gradient of J0 with

respect to �B,
@J0

@�B
≈ J(0; �B1)− J0

�B1

: (7.14)

STEP 3

Assuming the cost function J(0; �B) varies linearly within the feasible �B parameter

range (Equation (7.10) or (7.11)) we are able to construct the line

J(0; �B) =
@J0

@�B
�B + J0 (7.15)

and determine an ‘optimal’ value

�∗B =

(
@J0

@�B

)−1(
min

feasible �B
|J(0; �B)| − J0

)
: (7.16)

The aim is to choose J(0; �B) as small as possible without taking the line, Equa-

tion (7.15), outside the feasible limits set in Equation (7.10) or (7.11). This is calculated

through an iterative process:

�kB =

(
@J0

@�B

)−1 (
J(0; �B)k − J0

)
; (7.17)

where k = 1; : : : ; end are the iterates. If J0 > 0 then

J(0; �B)k = J0 − �k (7.18)

and if J0 < 0 then

J(0; �B)k = J0 + �k; (7.19)

where the step size for J , �, is chosen as 0:05 ◦C. This allows J(0; �B)k to be evaluated to

within 0:05 ◦C. At each iteration �kB (Equation (7.17)) is determined and a calculation

made to ascertain whether this value lies outside the feasible range, Equations (7.10)

or (7.11). The iteration loop ends when J(0; �B) reaches zero, or alternatively when �kB

no longer
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J(0; �B)

- �B

@-



7.3.3 Justification

The assumption in this method is that J varies linearly with respect to the parameters

(�A; �B) within the feasible limits. The validity of this assumption is very di�cult to

test thoroughly because of the is v



cost function, Equation (5.3) in Section 5.2. Minimising this produces the maximum

likelihood estimate which for random, unbiased, Gaussian observations is a minimum

variance estimate. For this particular problem the cost function could be adapted to

include the constraints. For example

J (�A; �B) =

N∑

i=1

1

�2
i

(
�i − �obsi

)2

− � [log (�A + 1)1) A



1. Control

Step 1 only, the parameters, �A and �B, are set to zero.

2. Wind Only

Here only the wind value is corrected thus only the parameter �B is tuned. There-

fore step 4 is not required.

3. Cloud Only

As above except cloud cover rather than wind speed is corrected.

4. Wind then Cloud

The wind speed value is corrected �rst followed the cloud value as originally

described.

5. Cloud then Wind

As above except the cloud cover correction is determined �rst followed by the

wind speed correction.

6. Wind and Cloud

In this approach the wind and cloud parameters are determined together. To

�nd an ‘optimal’ parameter pair a �rst order Taylor expansion of two variables

is used

J(�A + ��A; �B + ��B) = J(�A; �B) + ��A
@J(�A; �B)

@�A
+ ��B

@J(�A; �B)

@�B
: (7.22)

By choosing (�A; �B) = (0; 0) and (��A;��B) = (�A; �B), and denoting SA = @J0

@�A

and SB = @J0

@�B
, Equation (7.22) can be rearranged as

�B = −SA
SB

�A +
J − J0

SB
: (7.23)

This is an equation of a straight line in parameter space (�A; �B). If a value

for J = J (�A; �B) is chosen such that 0 ≤ |J | ≤ |J0| then an equation in two

unknowns (�A and �B) results, reducing the problem to two degrees of freedom.

As before an iteration reduces J and checks whether the line, Equation (7.23),

falls within the trust region. When J reaches zero or the line moves outside the
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trust region the optimal parameters, (�∗A; �
∗
B), are then chosen as the mid-point

of the line, Equation (7.23), within the trust region, Equation (7.10) or (7.11).

This is shown in Figure 7.3.
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Mean RMS STD

Control 0.02 (0.02) 0.55 (0.57) 0.55 (0.55)

Cloud Only −0:16 (−0:16) 0.47 (0.47) 0.44 (0.44)

Wind Only 0.01 (0.01) 0.42 (0.42) 0.42 (0.42)

Cloud then Wind −0:02 (−0:02) 0.39 (0.39) 0.39 (0.39)

Wind then Cloud −0:06 (−0:06) 0.36 (0.36) 0.36 (0.36)

Wind and Cloud −0:02 (−0:02) 0.40 (0.40) 0.40 (0.40)

Table 7.1: Results showing the mean, RMS, and STD of �0:015m − �SEVIRI , in ◦C ,

for the area −45 ◦N to −25 ◦N and 300 ◦E to 330 ◦E during 1st{7th January 2006.

The numbers in parenthesis compare only those results calculated at locations and days

simulated in each case.

sensitivity to changes in wind than changes in the cloud cover. For example, if the

cloud correction is made �rst then the smaller sensitivity will lead to unreasonably

large changes in cloud cover to provide the SST change, whereas if the cloud correction

is made after a wind correction then the remaining change needed in modelled SST

is much smaller and so the less sensitive cloud cover parameter is suitable. The most

e�ective method is to tune �rst the1.8223 u6.3471 0 Td
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evaluating model-observation di�erences using IR measurements, the comparison is to

the parameterised modelled skin temperature (see Section 3.5.9) whereas for the MW

measurements the comparison is with the top modelled SST, at a depth of 0:015 m,

without the cool skin e�ect. Results from this improved method are presented in Ta-

ble 7.2. Model output is compared separately to IR observations only and combined

IR and MW observations. The control simulation makes no corrections to the forcing



were necessary. If the SST observations are then used to adjust the wind forcing then

the errors are signi�cantly reduced with the RMS di�erences falling to 0:34 ◦C in the

IR case and 0:53 ◦C in the IR and MW case. This is further reduced when a correction

is made to cloud cover values at occasions when only MW observations are present.

The resulting model-observation di�erences after assimilation may now be approaching
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No. Obs. Mean RMS STD

SEVIRI only 2343 −0:25 0.62 0.57

AMSRE only 2220 0.20 0.80 0.77

TMI only 1532 0.37 0.98 0.91

Table 7.3: Results showing the number of observations, the mean, RMS, and STD of

�control − �obs , in ◦C , for individual satellite types. For the area −45 ◦N to −25 ◦N and

300 ◦E to 330 ◦E during 1st{7th January 2006.

the AMSRE and TMI observations are cooler on average than the modelled SST. This

suggests that the observations have some systematic errors in this area at this time,

with SEVIRI SST systematically too warm and/or AMSRE and TMI observations

systematically too cool. The model could also have a warm bias and be estimating

too great a cool skin correction. This seems unlikely as the parameterised cool skin

correction for this period was on average 0:15 ◦C, i.e. smaller than the SEVIRI only

mean di�erence. The model simulations are dependent on the OSTIA SST at the start

of each day; therefore any errors in OSTIA will also be apparent (see Section 7.4.6).

The RMS .32002 Td
06.v w





est RMS di�erence of the three instruments when compared to OSTIA. The biases

are all negative for daytime observations and all positive for night time observations.

However, the daytime biases are larger and when comparing all 6333 observations a

bias of −0:17 ◦C is found. Indicating the satellite observations on average are warmer

than OSTIA. The sharp di�erence in day and night time mean values demonstrates

the presence of diurnal signals in the daytime observations. OSTIA is the mean value

of these observations, as well as others, and



after the assimilation. These results are presented in Table 7.6.

No. Obs. Mean RMS STD

ECMWF-AMSRE 2009 (1635) −0:07 (−0:12) 1.76 (1.72) 1.76 (1.71)

ASSIM-AMSRE 1635 −0:23 2.74 2.73

ECMWF-TMI 1278 (1212) −0:49 (−0:49) 1.68 (1.60) 1.61 (1.52)

ASSIM-TMI 1212 −0:45 2.57 2.53

ECMWF-ALL 3287 (2847) −0:23 (−0:28) 1.73 (1.67) 1.71 (1.64)

assim-ALL 2847 −0:33 2.67 2.65

Table 7.6: Results comparing the ECMWF forecast wind speeds before and after as-

similation to the AMSRE and TMI wind measurements showing the number of obser-

vations, the mean, the RMS, and STD di�erences in ms−2. For the area −45 ◦N to

−25 ◦N and 300 ◦E to 330 ◦E during 1st{7th January 2006. The numbers in parenthesis

are calculations only at the locations and times when wind speeds are corrected in the

assimilation.

The results in Table 7.6 reveal that the satellite measured winds, particularly from

TMI, are slightly stronger than the ECMWF forecasted values. The RMS di�erences

between the ECMWF winds and all the satellite derived winds is 1:73 ms−1. After the

ECMWF winds have been corrected in the assimilation process the RMS is approx-

imately increased by 1 ms−1 in all cases. However the resulting error is just outside

the quoted mission accuracy of the AMSRE product (1 ms−1) [79], although validation

against buoy and scatterometer data at very low wind speeds is particularly di�cult

[79].

7.5 Summary

In this chapter a data assimilation method has been developed that assimilates satellite

derived SST observations into a diurnal cycle model. It is proposed that model errors in

diurnal warming estimates are primarily caused by uncertainties in NWP forcing data.

Other sources of errors, such as errors in model parameterisations and incorrect vertical
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Chapter 8

Conclusions

8.1 Thesis Summary

Accurate knowledge of SST is extremely important for ocean and atmospheric sciences,

perhaps most crucially for its central role in air-sea 
ux calculations. The diurnal cy-

cle is a fundamental mode of the climate system and much evidence is presented in

Chapter 1 to show how the diurnal variability of SST has impacts on longer timescales.

Awareness of the diurnal cycle is also shown diurnal



details of the mixing scheme are documented.

Diurnal strati�cation is driven by solar radiative warming of the upper ocean. The

penetration of SWR into the ocean is an important concept for diurnal cycle mod-

elling. Many parameterisations exist that attempt to resolve the amount of ocean

radiant heating at depth; these are outlined in Chapter 3. However only the most

advanced methods should be used for modelling the diurnal cycle as it is important

to resolve solar transmission variations within the upper few metres. The parameter-

isation of air-sea 
uxes are also extremely important for accurately modelling diurnal

variability. The ability to measure air-sea 
uxes is limited; therefore their calculation

is dependent on parameterisations using commonly available meteorological data. In

Chapter 3 a derivation of air-sea 
ux formulae is given followed by a description of the

two algorithms tested in Chapter 4, of which the TOGA COARE method developed

by Fairall et al produced the best results.

In Chapter 4 the model was tested at three mooring sites in di�erent parts of the

world. Various aspects of upper ocean variability were examined. The model was shown

to have very good accuracy in estimating SSTs over the observed time-series. The keyTd
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the SST assimilation problem were experimented with at the mooring sites. One such

scheme assimilated the SST increment by correcting all temperatures within the mixed

layer. More novel approaches were also explored involving the use of an SST obser-

vation to estimate a cloud cover value. However, it was often di�cult to attribute an

SST error to a particular cause. A discussion was also presented on the possible use of

comparing modelled and observed changes in SST to determine errors in the modelled

mixed layer depth.

The use of the 1-D model is extended by utilising operational forecast and analysis

data sets to initialise and force the simulations. Details are given on how the 6 hourly

resolution of the meteorological data can beed



can lead to errors in modelled diurnal warming estimates as a result of incorrect wind

speed and cloud cover values. A new method is developed in Chapter 7 that uses the

SST observations to derive corrections, within uncertainty bounds, to wind speed and

cloud cover values. This is the �rst time SST data has been assimilated into a diurnal

cycle model. Adjusting the forcing to be more consistent with the SST observations is

an original approach to the problem. Results are presented which show improvements

when using this assimilation algorithm. It is also demonstrated how the method could

be implemented on a global scale.

8.2 Main Findings

This thesis opened with (e)Tj
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models were run over a wide range of locations and the results used to produce daily

spatial maps of the diurnal warming signal in SST. This mesh of models forced with

the ubiquitous NWP data has the potential to become a very useful method, viz, in

identifying areas of diurnal warming and quantifying diurnal signals in observational

SST data.

8.2.2 An Observation Operator for Satellite Derived SST

This thesis has highlighted the depth disparity between SST observations and their

model counterparts as well as the lack of model representation of diurnal variability seen

in observations. In order to reduce errors in an assimilation procedure an observation

operator is needed to transform model variables of bulk temperatures into the skin

and sub-skin temperatures of satellite derived SSTs. The reverse is true for producing

foundation SST observational products; for this case SST observations ‘corrupted’ by a

signal need to be converted to the base temperature from which the diurnal thermocline

has developed. It is demonstrated how a 1-D model equipped with �ne near surface

resolution and diurnal forcing, as used in this thesis, is an e�ective dynamic observation

operator for the uses outlined here.

8.2.3 Advancement of SST Data Assimilation

A literature review of SST data assimilation techniques carried out in Chapter 5 high-

lights several shortcomings in current schemes. These include the absence of an obser-

vation operator to account for diurnal signals, instabilities and disruptions caused by

adjusting prognostic variables, a lack of vertical correlations due to a dearth of vertical

model resolution and uncertainty of how information content at the surface can inform

the sub-surface, and an imbalance between thermal and dynamical �elds which reduces

the e�ectiveness of the assimilation.

The model used in this thesis can be viewed and applied as an observation operator

in the data assimilation process, as indicated in the previous section. The model

attempts to resolve observable scales and therefore A0u8dpp.5994 0 Td
(balance) sur3s tok



into the diurnal cycle. It is shown how perfect correlations within the mixed layer

can be assumed so that night time SST observations can be used to adjust all ocean

temperatures in the mixed layer. To reduce the original cause of SST errors attempts

were made to account for SST errors by using SST observations to estimate cloud cover

values. It is also shown how a comparison between changes in modelled and observed

SST could be used to correct mixed layer depths diagnosed by the model. A new and

novel



8.3 Future Work

In answering the aims set out in Chapter 1



et al [91] used the parameterisation of Stuart-Menteth et al [137] in an attempt to

remove diurnal warm la



agnostics of interest would include comparing the mixed layer depths as estimated by

FOAM and GOTM.

The work carried out in this thesis could certainly form the basis of a more com-

prehensive system that could be developed for an operational centre pro
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