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Abstract

We consider time-harmonic acoustic scattering by planar sound-soft (Dirichlet) and sound-
hard (Neumann) screens. In contrast to previous studies, in which the domain occupied by
the screen is assumed to be Lipschitz or smoother, we consider screens occupying an arbitrary





We give some motivation for and further explanation of objectives (i) and (ii) inx1.2 below. But
�rst we provide a brief overview of the structure of the paper.

Our approach follows previous studies (e.g. [34, 33, 36]) in that it is based on the classical direct
integral equation method, in which Green's theorem is used to reformulate the BVPs in the propaga-
tion domain as boundary integral equations (BIEs) on the screen. Speci�cally, the sound-soft BVP
leads to the single-layer BIE, and the sound-hard BVP to the hypersingular BIE. To determine the
solvability of these BIEs one needs to study the associated boundary integral operators (BIOs) as
mappings between certain fractional Sobolev spaces de�ned on the screen. But while these Sobolev
spaces are well-studied for Lipschitz screens, their properties for general non-Lipschitz screens do
not seem to have been widely studied. We therefore begin inx2 by carefully documenting some of
the properties of Sobolev spaces on an arbitrary open subset 
 ofRn . Of particular importance



sound-hard screens with bounded apertures. The analysis is similar to that of the screen problem,
but with some small technical di�erences. We note that for the aperture problem the sound-soft
BVP gives rise to the hypersingular BIE and the sound-hard BVP gives rise to the single-layer BIE.

We remark that some of the results on the BVP and BIE formulations in this paper were stated
without proof in the conference paper [20]. Further results concerning Sobolev spaces on non-
Lipschitz domains will be presented in the future publication [9]. A BIE formulation for the case
where � is an arbitrary relatively closedsubset of �1 is presented in [5], along with an application
to screens de�ned in terms of the \Cantor dust" fractal.

1.2 Motivation and background

We end this introduction by giving some motivation for objectives (i) and (ii) above.

Objective (i) above is motivated in part by the possible application to the design and simulation
of antennas for electromagnetic wave transmission/reception whose geometry is based on fractal
subsets of the plane (see e.g. [27, 31]). A key property of fractals is the fact that they possess struc-
ture on every lengthscale - this has been exploited to create antennas which can transmit/receive
e�ciently over a broad range of frequencies simultaneously. Although this seems to be a mature
engineering technology, as far as we are aware no analytical framework is currently available for
such problems. Of course, quantitative modelling of such problems would involve a study of the
full electromagnetic wave scattering problem, but the acoustic case considered in the current paper
represents a �rst step in this direction.

Objective (ii) forms part of a wider e�ort in the rigorous mathematical analysis of BIE methods for
high frequency acoustic scattering problems (for a recent review of this area see e.g. [6]). Typically
(and this is the approach adopted in the current paper) one reformulates the scattering problem as
an integral equation, which can be written in operator form as

A� = f; (7)

where� and f are complex-valued functions de�ned on the boundary � of the scatterer. A standard
and appropriate functional analysis framework is that the solution� is sought in some Hilbert
spaceV, with f 2 V � , the dual space ofV (the space of continuous antilinear functionals), and
A : V ! V � a bounded linear boundary integral operator.2 Equation (7) can be restated in weak
(or variational) form as

a(�; ' ) = f (' ); for all ' 2 V; (9)

2A concrete example is the standard Brakhage-Werner formulation [4, 6] of sound-soft acoustic scattering by a
bounded, Lipschitz obstacle, in which caseV = V � = L 2(�), and

A =
1
2

I + D



in terms of the sesquilinear form

a(�; ' ) := ( A� )( ' ); �; ' 2 V:

The Galerkin method for approximating (9) is to seek a solution� N 2 VN � V , where VN is a
�nite-dimensional subspace, requiring that

a(� N ; ' N ) = f (' N ); for all ' N 2 VN : (10)

The sesquilinear forma is clearly bounded with continuity constant equal tokAkV ! V � . We say
that a (and the associated bounded linear operatorA) is coercive if, for some 
 > 0 (called the
coercivity constant), it holds that

ja(�; � )j � 
 k� k2
V ; for all � 2 V:

In this case, the Lax-Milgram lemma implies that (9) (and hence (7)) has exactly one solution
� 2 V, and that k� kV � 
 � 1kf kV � , i.e. kA � 1kV � ! V � 
 � 1. Furthermore, by Cea's lemma, the
existence and uniqueness of the Galerkin solution� N of (10) is then also guaranteed for any �nite-
dimensional approximation spaceVN , and there holds the quasi-optimality estimate

k� � � N kV �
kAkV ! V �



inf

' N 2 VN

k� � ' N kV : (11)

One major thrust of recent work (for a review see [6]) has been to attempt to prove wavenumber-
explicit continuity and coercivity estimates for BIE formulations of scattering problems, which, by
the above discussion, lead to wavenumber-explicit bounds on the condition numberkAkV ! V � kA � 1kV � ! V

and the quasi-optimality constant 
 � 1kAkV ! V � . 3 This e�ort is motivated by the fact that these
problems are computationally challenging when the wavenumberk > 0 (proportional to the fre-
quency) is large, and that such wavenumber-explicit estimates are useful for answering certain key
numerical analysis questions, for instance:

(a) Understanding the behaviour of iterative solvers (combined with matrix compression techniques
such as the fast multipole method) at high frequencies, in particular understanding the depen-
dence of iteration counts on parameters related to the wavenumber. This behaviour depends,
to a crude �rst approximation, on the condition number of the associated matrices, which is in
part related to the wavenumber dependence of the norms of the BIOs and their inverses at the
continous level ([3, 30]).

(b) Understanding the accuracy of conventional BEMs (based on piecewise polynomial approx-
iomation spaces) at high frequencies by undertaking a rigorous numerical analysis which teases
out the joint dependence of the error on the number of degrees of freedom and the wavenumber
k. For example, is it enough to increase the degrees of freedom in proportion tokd� 1 in order
to maintain accuracy, maintaining a �xed number of degrees of freedom per wavelength in each
coordinate direction? See e.g. [24, 17] for some recent results in this area.

3Such estimates have recently been proved [30] for the operator (8) for the case where the scatterer is strictly
convex and � is su�ciently smooth. We also note that in [29] a new formulation for sound-soft acoustic scattering,
the so-called `star-combined' formulation, has been shown to be coercive onL 2(�) for all star-like Lipschitz scatterers.
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(c) Developing, and justifying by a complete numerical analysis, novel BEMs for high frequency
scattering problems based on the so-called `hybrid numerical-asymptotic' (HNA) approach,
the idea of which is to use an approximation space enriched with oscillatory basis functions,
carefully chosen to capture the high frequency solution behaviour. The aim is to develop
algorithms for which the number of degrees of freedomN required to achieve any desired
accuracy be �xed or increase only very mildly ask ! 1 . This aim is provably achieved in
certain cases, mainly 2D so far; see, e.g., [22, 8] and the recent review [6]. For 2D screen
and aperture problems we recently proposed in [21] an HNA BEM which provably achieves a
�xed accuracy of approximation with N growing at worst like log2 k as k ! 1 , our numerical
analysis using the wavenumber-explicit continuity and coercivity estimates of the current paper.
Numerical experiments demonstrating the e�ectiveness of HNA approximation spaces for a 3D
screen problem have been presented in [6,x7.6].

2 Sobolev spaces

We now de�ne the Sobolev spaces that we will use throughout. Our analysis is mostly in the
context of the Bessel potential spacesH s(Rn ) for s 2 R, de�ned in x2.1 below. In line with other
analyses of high frequency scattering we use a wavenumber-dependent norm onH s(Rn ) which is
equivalent to the standard norm, but allows easier derivation of wavenumber-explicit estimates.





where the support of a distribution is understood as in [26]. ClearlyH s
F is a closed subspace of

H s(Rn ).

There are a number of ways to de�ne Sobolev spaces on 
 when 
 is a non-empty open subset of
Rn . First, we can consider the spaceH s



, de�ned as in (16). Second, we can consider the closure

of �(D(
)) in the space H s(Rn ), denoted

~H s(
) := �
�
D(
)

� H s (Rn )
:

By de�nition, ~H s(
) is a closed subspace ofH s(Rn ), and it is easy to see that~H s(
) � H s


. Third,

let
H s(
) := f u 2 D � (
) : u = Uj 
 for someU 2 H s(Rn )g;

whereUj 
 denotes the restriction of the distributionU to 
 in the sense de�ned in [26], with norm

kukH s
k (
) := inf

U2 H s (Rn )
Uj 
 = u

kUkH s
k (Rn ) :

We note that the restriction operator j 
 : (H s
Rn n
 )? ! H s(
) is a unitary isomorphism (see [26,

p. 77]); here? denotes the orthogonal complement inH s(Rn



wherer u is the weak gradient. Note thatW 1(Rd) = H 1(Rd) with

kuk2
H 1

k (Rd ) =
Z

Rd

�
jr u(x)j2 + k2ju(x)j2

�
dx:

Further [26, Theorem 3.30],W 1(
) = H 1(
) whenever 
 is a Lipschitz open set, in the sense of,
e.g., [28, 6]. It is convenient to use the notation

W 1
loc(
) := f u 2 L2

loc(
) : r u 2 L2
loc(
) g;

where L2
loc



whereU 2 H � s(Rn ) is any extension ofu with Uj 
 = u. Indeed, I �
s can be viewed as the Banach

space adjoint (or transpose) ofI s in the sense, e.g., of Kato [23]. In particular, note that

hv; ui ~H s (
) � H � s (
) = hu; vi H � s (
) � ~H s (
) ; v 2 ~H s(
) ; u 2 H � s(
) :

In fact, as Theorem 2.1 below states, the natural embeddingsI s and I �
s are unitary isomorphisms,

and in this sense it holds that

H � s(
) �= ( ~H s(
)) � and ~H s(
) �= (H � s(
)) � : (23)

We remark that the representations (23) for the dual spaces are well known when 
 is su�ciently
regular. However, it is not widely appreciated, at least in the numerical PDEs community, that (23)
holds without any constraint on the geometry of 
. For example,H s(
) and ~H s(
) are de�ned
precisely as above for an arbitrary open set 
 in [32], but (23) is -9at1open



2.3 Nullity and capacity

In order to compare Sobolev spaces de�ned on di�erent open sets (which we do inx2.4), and to
study the relationship between the spaces~H s(
) and H s



on a given open set 
 (which we do in

x2.5), we require the concept ofs-nullity of subsets ofRn , which can be thought of as an indicator
of negligibility in the sense of Sobolev regularity.

De�nition 2.2. For s 2 R we say that a setE � Rn is s-null if there are no non-zero elements of
H s(Rn ) supported entirely insideE (equivalently, if H s

E 0 = f 0g for every closed setE 0 � E).

Remark 2.3. While the term \s-null" appears to be new, the concept it describes is very natural
and has been considered elsewhere in di�erent contexts (see, e.g., the book by Maz'ya [25]). For
integer s < 0 our de�nition of s-nullity coincides with the notion of \(2; � s)-polarity" de�ned in [25,
x13.2]. For integers > 0, our notion of s-nullity is related to the concept of \sets of uniqueness" (cf.
[25, p692]). The reason Maz'ya uses two di�erent terminologies for the positive and negative order
spaces is not explained in [25], but we expect this is due to the fact that Maz'ya works primarily
with the Sobolev spacesW s, where the positive order spaces are de�ned using weak derivatives, and
the negative order spaces are de�ned by duality. By contrast, in the Bessel potential framework of
the current paper, the spacesH s are de�ned in the same way for alls 2 R; hence it seems natural
to de�ne the notion of \negligibility" in the same way for all s 2 R. Our choice of \s-nullity"
as the terminology for this concept over Maz'ya's teminology \(� s)-polarity" was made simply to
simplify the presentation of the results which follow and make the arguments easier to read (we �nd
it more natural to say that a set which does not support anH s(Rn ) distribution is \ s-null" rather
than \ (� s)-polar"). But the di�erence is essentially semantic, so readers familiar with the concept
of polarity should read \(� s)-polar" for \ s-null" throughout.

The following lemma collects a number of basic facts abouts-nullity, relating the concept to topo-
logical and geometrical properties of a set. In particular, the results in parts (vii) and (viii) provide
a partial characterization of the s-null sets for � n=2 � s < 0 in terms of Hausdor� dimension,
(de�ned e.g. in [2, x5.1]), which we denote here, for an arbitrary setE � Rn , by dimH(E). We
remark that the results in [2, Chapter 5] in fact allow a slightly more precise characterization of
s-null sets for � n=2 � s < 0 in terms of Hausdor� measures, but the results in parts (vii) and
(viii) seem su�cient for the applications of scattering by fractal screens that motivate the current
study (and moreover we note that Adams and Hedberg's remark [2,x5.6.4] implies that nocomplete
characterization in terms of Hausdor� measure is possible).

Lemma 2.4. Let E be any subset ofRn , and s 2 R. Then:

(i) If E is s-null then any subsetE 0 of E is also s-null.

(ii) If E is s-null then E is also t-null for all t > s .

(iii) If E is s-null then E must have empty interior.

(iv) If s > n=2 then E is s-null if and only if E has empty interior.
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(v) If s � 0 then any setE with zero Lebesgue measure iss-null.

(vi) E is 0-null if and only if E has zero Lebesgue measure.

(vii) For � n=2 � s < 0, if E is non-empty, Borel ands-null, then dimH(E) � n + 2s.

(viii) For � n=2 < s < 0, if E is non-empty and Borel anddimH(E) < n + 2s, then E is s-null.

(ix) If s = � n=2, any �nite set is s-null.

(x) If s < � n=2 then there are no non-emptys-null sets.

(xi) If 
 is a C0 open set then@
 is s-null if s � 0.

(xii) If 
 is a C0 open set then@
 is not s-null if s < � 1=2.

(xiii) If 
 is a C0;� open set for some0 < � < 1 then @
 is s-null if s > � �= 2.

(xiv) If 
 is a Lipschitz open set then@
 is s-null if and only if s � � 1=2.

(xv) Let F1 and F2 be closed,s-null subsets ofRn . Then F1 [ F2 is s-null.

Proof. (i) and (ii) These follow straight from the de�nition of s-nullity. (iii) If E has non-empty
interior one can trivially construct a non-zero element ofC1

0 (Rn ) � H s(Rn ) supported insideE.
(iv) In this case H s(Rn ) consists of continuous functions (by the Sobolev embedding theorem [26,
Theorem 3.26]). (v) and (vi) follows from the fact thatH s(Rn ) is continuously embedded inside
L2(Rn ) for s � 0. (vii) and (viii) are proved below. (ix) If E is a �nite set, then any distribution
supported onE is necessarily a linear combination of delta functions and their derivatives supported
on the points ofE [26, Theorem 3.9], but delta functions are not contained inH � n=2(Rn ) (see (15)).
(x) In this case H s(Rn ) does contain delta functions, so any non-empty setE supports non-zero
elements ofH s(Rn ). (xi) follows from (v) and the fact that the graph of a continuous function has
zero Lebesgue measure (which can be seen by considering the measure of the union of in�nitely
many vertical translates of its graph). (xii) The casen = 1 is covered by (x), so assume thatn � 2.
Suppose, for a contradiction, that@
 is s-null for somes < � 1=2. Without loss of generality we
can, by (ii), assume that � n=2 � s < � 1=2. Then, by (vii), dimH@
 � n + 2s < n � 1. But
this contradicts the fact that dimH@
 � n � 1. Hence no suchs can exist. (xiii) follows from
(viii) and the fact that dim H@
 � n � � . (xiv) is proved at the end of this section. (xv) We
�rst notice the following fact: if U 2 D � (Rn ) and � 2 D(Rn ), and if there existsx 2 suppU such
that � (x) 6= 0, then �U 6= 0 as a distribution on Rn . To prove this, suppose that there exists
x 2 suppU such that � (x) 6= 0. Then for " > 0 let B " (x) be the ball of radius " centred onx.
Choose" such that � is non-zero inB " (x). Then, sincex 2 suppU, UjB " (x ) 6= 0 and so U( ) 6= 0
for some 2 D(B " (x)). But then, de�ning ' 2 D(Rn ) by ' (x) :=  =� , for x 2 B " (x), and
' (x) := 0 otherwise, we have (�U )( ' ) = U( ) 6= 0, so �U is non-zero. To prove (xv) we argue
again by contrapositive. Suppose thatF1 [ F2 is not s-null, i.e. there exists 06= u 2 H s(Rn ) with
suppu � F1 [ F2. Then if suppu � F1 or suppu � F2 we are done. Otherwise, suppose w.l.o.g. that
there existsx 2 suppu \ (F1 nF2). Then sinceF2 is closed," := dist( x; F2) > 0. Let � 2 D(B " (x))
with � (x) 6= 0. Then by the result mentioned above 06= �u 2 H s(Rn ) with supp �u � F1, so that
F1 is not s-null.
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Remark 2.5. Parts (vii) and (viii) of Lemma 2.4 imply that if E is Borel and has zero Lebesgue
measure, then

dimH (E) = inf
�

d : E is
�
(d � n)=2

�
-null

	
;

which is similar to [35, Theorem 17.8] in the special casep = q = 2.

Remark 2.6. Part (xv) of Lemma 2.4 is not true for general subsets. A simple counterexample is
whereF1 comprises the rational elements of[0; 1] and F2 the irrational elements. Then fors > 1=2
both F1 and F2 are s-null, since they both have empty interior. ButF1 [ F2 = [0; 1], which is not
s-null for any s (since it has non-empty interior).

The remainder of this section is dedicated to the proof of parts (vii), (viii) and (xiv) of Lemma 2.4.
For this we require an alternative characterisation ofs-null sets in terms of a set function called
capacity. Since the notion of capacity is not used elsewhere in the paper, readers wishing to skip
the remainder of this section can safely proceed tox2.5.

De�nition 2.7. For s 2 R and K � Rn compact, de�ne (cf. [25, x13.1], whereCap



(ii) For 0 < s < n= 2, if dimH(E) < n � 2s then Caps(E) = 0 .

Proof. This follows from Corollary 3.3.4, Theorem 5.1.9 and Theorem 5.1.13 of [2].

Remark 2.10.



From Theorem 2.11 one can deduce a corresponding result about spaces de�ned on open subsets.

Theorem 2.12. Let 
 1, 
 2 be non-empty, open subsets ofRn , and let s 2 R. Then the following
are equivalent:

(i) 
 1 	 
 2 is s-null.

(ii) 
 1 n 
 2 and 
 2 n 
 1 are boths-null.

(iii) 
 1 \ 
 2 is non-empty andH s(
 1 \ 
 2) = H s(
 1) = H s(
 2) = H s(
 1 [ 
 2), in the sense
that

�
H s

Rn n(
 1 \ 
 2 )

� ?
=

�
H s

Rn n
 1

� ?
=

�
H s

Rn n
 2

� ?
=

�
H s

Rn n(
 1 [ 
 2 )

� ?
(recall the identi�cation

H s(
) �= (H s
Rn n
 )? discussed inx2.1).

(iv) 
 1 \ 
 2 is non-empty and ~H � s(
 1 \ 
 2) = ~H � s(
 1) = ~H � s(
 2) = ~H � s(
 1 \ 
 2).

Proof. The result follows from applying Theorem 2.11 withFj := Rn n 
 j , j = 1; 2, and from the
duality Theorem 2.1.

Remark 2.13. We note that for non-empty, open sets
 1, 
 2, the symmetric di�erence 
 1 	 
 2

has empty interior if and only if


 1 \ 
 2 = 
 1 = 
 2 = 
 1 [ 
 2: (25)

Thus, by Lemma 2.4(iii),(iv), (25) is a necessary condition for the statements (i){(iv) of Theorem
2.12 to hold; (25) is also a su�cient condition whens > n=2, but not in general for smallers.

2.5 The relationship between ~H s(
) and H s



For a non-empty open  1.794d4(op)-012 [



(iii) If s > n=2 and 
 6= int( 
) then ~H s(
) $ H s


.

Proof. (i) holds because~H 0(
) = L2(
) and H 0



= L2(
). For (ii) and (iii), if either 0 < s � n=2
and dimH(int( 
) n 
) > n � 2s or s > n=2 and 
 6= int( 
), then (by Lemma 2.4(vii) or (x)
respectively) int(
) is ( � s)-null, and hence ~H s(
) $ ~H s(int( 
)) � H s








� is any element ofD1;� (Rn ) with x 62supp� , and

�( x; y) :=

8
>><

>>:

eikjx � y j

4� jx � y j
; n = 3;

i
4

H (1)
0 (kjx � y j); n = 2;

x; y 2 Rn ; (27)

is the fundamental solution of the Helmholtz equation.

The following properties ofSk and Dk are well-known when the densities lie in~H � 1=2(�) and
~H � 1=2(�) respectively. The extension to H � 1=2

�
can be carried out with the help of Remark 2.17.

Theorem 3.1. (i) For any � 2 H � 1=2
�

and  2 H 1=2
�

the potentials Sk � and Dk  are twice-
continuously di�erentiable in D, satisfy the Helmholtz equation inD, and satisfy the Sommerfeld
radiation condition at in�nity;

(ii) for any � 2 D(Rn ) the following mappings are bounded:

� Sk : H � 1=2
�

! W 1(D); � Dk : H 1=2
�

! W 1(D);

(iii) the following jump relations hold for all � 2 H � 1=2
�

,  2 H 1=2
�

and � 2 D1;� (Rn ):

[Sk � ] = 0; (28)

@�
n (� Sk � ) = � �= 2; so that [@(Sk � )=@n] = � �; (29)


 � (� Dk  ) = �  = 2; so that [Dk  ] =  ; (30)

[@(Dk  )=@n] = 0; (31)

(iv) for � 2 D(�) the following integral representations are valid:

Sk � (x) =
Z

�
�( x; y)� (y) ds(y); x 2 D; (32)

Dk � (x) =
Z

�

@�( x; y)
@n(y)

� (y) ds(y); x 2 D: (33)

Proof. (Sketch) The proof mostly follows standard arguments, but the extension toH � 1=2
�

requires

us to use the fact (cf. Remark 2.17) thatH � 1=2
�

� ~H � 1=2(� " ) for any neighbourhood �" of �, so

that elements ofH � 1=2
�

can be approximated arbitrarily well by smooth functions whose support is
arbitrarily close to �.

To show the claimed regularity, one uses continuity of the trace operators to show that the potentials
converge uniformly on compact subsets ofD, and that they are bounded in terms of the norm of
their argument. The potentials are clearly in�nitely di�erentiable in D and satisfy the Helmholtz
equation and the SRC for densities� 2 D(� " ), then one can apply standard elliptic regularity
results (e.g. [14, Lemma 3.9]), along with the uniform boundedness, to deduce that the same is also
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true for general densities. To show that the potentials are inW 1
loc(D), one �rst shows that they are

in W 1
loc(U

� ). To do this, one shows that the potentials, after multiplication by a cut-o� function,
live in H 1(U� ) = ~H � 1(U� )� . To show that they de�ne elements of ~H � 1(U� )� , �rst consider a
smooth argument, then use Fubini's Theorem to rewrite the duality pairing in terms of the trace
operator and the Newton potential. Finally, use the fact that the Newton potential mapsH � 1(Rn )
to H 1(Rn ). For the double layer potential one has to use [26, Lemma 4.3] to get a bound on the
Neumann trace in a di�erent norm to the one onW 1(U� ; �). Once boundedness has been shown,
one can then extend to non-smooth densities. Since we �rst work inU� rather than the whole of
D, the modi�cation of the proof from ~H � 1=2(� " ) to H � 1=2

�
is straightforward. One then appeals to

smoothness across �1 n � to conclude that the potentials map into W 1
loc(D) using (26).

The jump relations and integral representations are standard and can be derived from the corre-
sponding results for Lipschitz domains (see, e.g., [6]). We also make use of the fact that the double
layer and adjoint double layer operators vanish on a 
at screen.



3.3 Boundary value problems

We now recall the boundary value problemsD and N introduced in De�nitions 1.1 and 1.2; for ease
of reference we restate them here, with the boundary conditions (3) and (5) stated more precisely
in terms of traces:

De�nition 3.3 (Problem D). Given gD 2 H 1=2(�) , �nd u 2 C2 (D) \ W 1
loc(D) such that

� u + k2u = 0; in D; (37)


 � (�u )j � = gD; for any � 2 D1;� (Rn ); (38)

and u satis�es the Sommerfeld radiation condition.

De�nition 3.4 (Problem N). Given gN 2 H � 1=2(�) , �nd u 2 C2 (D) \ W 1
loc(D) such that

� u + k2u = 0; in D; (39)

@�
n (�u )j � = gN; for any � 2 D1;� (Rn ); (40)

and u satis�es the Sommerfeld radiation condition.

Following the standard direct boundary integral equation approach, we would like to use Theorem
3.2 to represent the solution of problemD (assuming it exists) in the form

u(x) = �S k [@u=@n] (x); x 2 D: (41)

Of course, deriving (41) from the general representation formula (34) requires us to show that

[u] = 0: (42)

Now, by de�nition we have that [u] 2 H 1=2
�

, and the boundary condition (38) implies that [u]j � = 0.

So it must hold that [u] 2 H 1=2
@� . If @� is 1 =2-null, i.e. H 1=2

@� = f 0g, then (42) immediately follows.
This holds, for example, if � is C0 (in particular if � is Lipschitz), by Lemma 2.4(xi). But if @� is
not 1=2-null then any non-zero 2 H 1=2

@� � H 1=2
�

provides, by Theorem 3.1, a non-trivial solution
(namely Dk  ) of the homogeneous Dirichlet problem (i.e. problemD with gD = 0). So the solution
to problem D for general � and generalgD 2 H 1=2(�) is not unique.

Similarly, we would like to represent the solution of problemN (assuming it exists) in the form

u(x) = Dk [u](x); x 2 D; (43)

and deriving (43) from (34) requires us to show that

[@u=@n] = 0: (44)

By de�nition we have that [@u=@n] 2 H � 1=2
�

, and the boundary condition (40) gives [@u=@n]j � = 0.

So it must hold that [@u=@n] 2 H � 1=2
@� . If @� is ( � 1=2)-null, i.e. H � 1=2

@� = f 0g, then (44) immediately
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follows. This holds, for example, if � is Lipschitz, by Lemma 2.4(xiv). But if @� is not ( � 1=2)-null
then any non-zero� 2 H � 1=2

@� � H � 1=2
�

provides, by Theorem 3.1, a non-trivial solution (namely
Sk � ) of the homogeneous Neumann problem (i.e. problemN with gN = 0). So the solution to
problem N for general � and generalgN 2 H � 1=2(�) is not unique.

To deal with this possible nonuniqueness we modify the BVPsD and N by requiring that their
solutions satisfy the jump conditions (42) and (44), respectively.

De�nition 3.5. Let D0 and N0 denote problemsD and N, supplemented respectively with the addi-
tional constraints (42) and (44).

It then follows straight from Theorems 3.1 and 3.2 that the modi�ed BVPsD0 and N0 are equivalent
to the usual boundary integral equations involving the operatorsSk and Tk , respectively.

De�nition 3.6 (Problem S). Given gD 2 H 1=2(�) , �nd � 2 H � 1=2
�

such that

� Sk � = gD: (45)

De�nition 3.7 (Problem T). Given gN 2 H � 1=2(�) , �nd  2 H 1=2
�

such that

Tk  = gN: (46)

Theorem 3.8. Suppose thatu is a solution of problemD0. Then the representation formula (41)
holds, and [@u=@n] 2 H � 1=2

�
satis�es problem S. Conversely, suppose that� 2 H � 1=2

�
satis�es

problemS. Then u := �S k � satis�es problemD0, and [@u=@n] = � .

Theorem 3.9. Suppose thatu is a solution of problemN0. Then the representation formula (43)
holds, and[u] 2 H 1=2

�
satis�es problemT. Conversely, suppose that 2 H 1=2

�
satis�es problemT.

Then u := Dk  satis�es problemN0, and [u] =  .

The question of the unique solvability (or otherwise) of problemsS and T, and hence (by Theorems
3.8 and 3.9) of problemsD0 and N0, is answered by the following two theorems, which follow from
Theorems 5.2, 5.3, 6.1 and 6.2 (where the dependence of the continuity and coercivity constants
on both k and � is stated explicitly, the continuity results being shown to hold on Sobolev spaces
of arbitrary real index s). We emphasize that these results all hold with � an arbitrary non-empty
open subset of �1 .

Theorem 3.10. For every k > 0 the single-layer operatorSk : H � 1=2
�

! H 1=2(�) is continuous,
and is coercive as an operatorSk : ~H � 1=2(�) ! H 1=2(�) �= ( ~H � 1=2(�)) � .

Theorem 3.11. For every k > 0 the hypersingular operatorTk : H 1=2
�

! H � 1=2(�) is continuous,
and is coercive as an operatorTk : ~H 1=2(�) ! H � 1=2(�) �= ( ~H 1=2(�)) � .

Thus, by the Lax-Milgram Lemma, the operatorSk : ~H � 1=2(�) ! H 1=2(�) is invertible. Hence if
~H � 1=2(�) = H � 1=2

�
, then problem S (and hence also problemD0) is uniquely solvable. This holds,
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for example, if � is C0, by Lemma 2.14. But if ~H � 1=2(�) $ H � 1=2
�

then Sk : H � 1=2
�

! H 1=2(�) is
surjective but not injective, i.e., a solution to problemS (and hence also problemD0) exists, but
this solution is not unique.





Hence the Fourier transform (with respect to~x 2 Rn� 1) of Sk � is given by the product

dSk � (� ; xn ) = (2 � )(n� 1)=2 c� c(� ; xn )'̂ (� ):

To evaluate c� c we note that for a function f (x) = F (r ), where r = jxj for x 2 Rd, d = 1; 2, the
Fourier transform of f is given by (cf. [16,xB.5]) 4

f̂ (� ) =

8
>><

>>:

Z 1

0
F (r )J0(j� jr )r dr; d = 2;

r
2
�

Z 1

0
F (r ) cos(� r ) dr; d = 1:

(63)

This result, combined with the identies [15, (6.677), (6.737)] and [1, (10.16.1), (10.39.2)], gives (see
also [7, eqn (4.17)] for the casen = 3)

c� c(� ; xn ) =
i ei jxn jZ (� )

2(2� )(n� 1)=2Z(� )
;

whereZ(� ) is de�ned as in (57). The representation (58) is then obtained by Fourier inversion.



Lemma 5.1. Given L > 0 let

� L (~x; xn ) :=

(
� c



and by (66) we getjI 1j � (C=k) (1 + R� ) � C=k. If � � 1 then R = 1 and I 2 = 0. If
� > 1 then R = 1=� and I 2 6= 0, and a similar integration by parts to that used for I 1 above,
combined with the bound (69), gives the estimate5

jI 2j �
C
k

�
1 + � 1=2

Z 1

1=�

dr
p

r

�
�

C
k

(1 + k1=2): (73)

Finally, since
p

k2 + � 2 �
p

2k in this case, we conclude that

jc� 1(� ; x3)j
p

k2 + � 2 � C(1 + k1=2); k > 1; � � k: (74)

� When � > 1 and k < � , R = 1=� and jI 1j � 1=� by (66). Integration by parts, using the
relation (71), gives

I 2 =
1
�

"
reik

p
r 2+ x2

3

p
r 2 + x2

3

J1(�r )

#1

1=�

�
1
�

Z 1

1=�
r 2eik

p
r 2+ x2

3

�
ik

r 2 + x2
3

�
1

(r 2 + x2
3)3=2

�
J1(�r ) dr;

and using (69) we have

jI 2j �
C
�

�
1 +

1
� 1=2

Z 1

1=�

�
k

p
r

+
1

r 3=2

�
dr

�
�

C
�

(1 + k1=2):

Then, since
p

k2 + � 2 �
p

2� in this case, we conclude that

jc� 1(� ; x3)j
p

k2 + � 2 � C(1 + k1=2); � > 1; k < �: (75)

Combining (72), (74) and (75) gives the result (65) in the casen = 3.

(ii) In the case n = 2, jc� 1(� ; x2)j � j I j=(2
p

2� ), where now

I :=
Z 1

0
H (1)

0 (k
q

r 2 + x2
2) cos(�r ) dr =

Z R

0
H (1)

0 (k
q

r 2 + x2
2) cos(�r ) dr

| {z }
:= I 1

+
Z 1

R
H (1)

0 (k
q

r 2 + x2
2) cos(�r ) dr

| {z }
:= I 2

;

with R = min f 1; 1=kg and I 2 := 0 for k � 1. We distinguish the same three subcases as before:

� When both k � 1 and � �



� When k > 1 and � � k, R = 1=k and jI 1j � C=k after use of (67). Integration by parts, using
the relation (71), gives

I 2 =
1
k

" p
r 2 + x2

2

r
H (1)

1 (k
q

r 2 + x2
2) cos�r

#1

1=k

+
1
k

Z 1

1=k

p
r 2 + x2

2

r
H (1)

1 (k
q

r 2 + x2
2)

�
� sin�r +

cos�r
r

�
dr;

and using (69) we have

jI 2j �
C
k

�
1 +

p
kjx2j +

1
k1=2

Z 1

1=k

�
k

p
r

+
1

r 3=2
+

kjx2j1=2

r
+

jx2j1=2

r 2

�
dr

�

�
C
k

�
1 + k1=2 +

p
kjx2j log (2 + k)

�
:

Then, since
p

k2 + � 2 �
p

2k in this case, we have

jc� 1(� ; x2)j
p

k2 + � 2 � C
�

1 + k1=2 +
p

kjx2j log (2 + k)
�

; k > 1; � � k: (77)

� When � > 1 and k < � , integration by parts, using the relation (70), gives

I 1 =
1
�

�
H (1)

0 (k
q

r 2 + x2
2) sin �r

� R

0

+
k
�

Z R

0

r
p

r 2 + x2
2

H (1)
1 (k

q
r 2 + x2

2) sin �r dr: (78)

Noting that (cf. [1, x10.8 andx10.17]) there existc0; c1 > 0 such that H (1)
1 (z) = c0=z+ F1(z)

for z > 0, wherejF1(z)j � c1 for z > 0, we can rewrite the second term in (78) as

1
�

Z R

0

 
c0r

r 2 + x2
2

+
kF1r



Proof. We �rst prove (80) for ~H s(�). By the density of D(�) in ~H s(�) it su�ces to prove (80) for
� 2 D(�). For � 2 D(�) we �rst note that Sk � = ( SL

k � )j � , whereSL
k : D(Rn� 1) ! D(Rn� 1) is the

convolution operator de�ned bySL
k ' := (� L (�; 0) � ' ), for ' 2 C1

0 (Rn� 1), where � L is de�ned as in
(64). While S1

k ' 2 C1 (Rn� 1) for ' 2 D(Rn� 1), the fact that � L has compact support means that
SL

k ' 2 D(Rn� 1) � H s+1 (Rn� 1) (cf. [37, Corollary 5.4-2a]). Therefore, for� 2 D(�) we can estimate

kSk � kH s+1
k (�) � k SL

k � kH s+1
k (Rn � 1 ) , and since dSL

k ' (� ) = \(� L (�; 0) � ' )( � ) = (2 � )(n� 1)=2 c� L (� ; 0) ^' (� )
for any ' 2 D(Rn� 1), the bound (80) follows from Lemma 5.1.

Finally, we can extend the bound (80) to� 2 H s
�

(without changing the constant) by appealing
to Remark 2.17 (we can approximate� 2 H s

�
arbitrarily well by an element of ~H s(� " ) for � " an

arbitrarily small neighbourhood of �).

Theorem 5.3. The sesquilinear form on~H � 1=2(�) � ~H � 1=2(�) de�ned by

a(�;  ) := hSk �;  i H 1=2 (�) � ~H � 1=2 (�) ; �;  2 ~H � 1=2(�) ;

satis�es the coercivity estimate

ja(�; � )j �
1

2
p

2
k� k2

~H � 1=2
k (�)

; � 2 ~H � 1=2(�) ; k > 0: (81)

Proof. By the density of D(�) in ~H � 1=2(�) it su�ces to prove (81) for � 2 D(�). For such a � ,
formula (60) from Theorem 4.1 gives

ja(�; � )j =
1
2

�
�
�
�
�

Z

Rn � 1

j b� (� )j2

Z(� )
d�

�
�
�
�
�

�
1

2
p

2

Z

Rn � 1

j b� (� )j2
p

jk2 � j � j2j
d� �

1

2
p

2

Z

Rn � 1

j b� (� )j2
p

k2 + j� j2
d� ; (82)

as claimed.

Remark 5.4. We can show that the bounds established in Theorem 5.2 are sharp in their depen-
dence onk as k ! 1 , at least for the cases = � 1=2. For simplicity of presentation we assume
that diam � = 1 and k > 1. Let � (~x) := e ik ~d �~x  (~x) for ~x 2 Rn� 1, where ~d 2 Rn� 1 is a unit vector
and 0 6=  2 D(�) is independent ofk, depending only on the shape of� . Then b� (� ) =  ̂ (� ),
where� = � � k~d, and for any � � � 1 the �rst inequality in (82) gives that

ja(�; � )j �
1

2
p

2k

Z

Rn � 1

j b (� )j2
q

j1 � j ~d + � =kj2j
d� �

1

2
p

6� � k1=2

Z

j � j� � �

j b (� )j2 d� ; (83)

since j1 � j ~d + � =kj2j � (1=k)j2~d � � + j� j2=kj � 3� 2
� =k, for j� j � � � . Also, for the same choice of

� ,

k� k2
~H � 1=2

k (�)
=

1
k

Z

Rn � 1

j b (� )j2
q

j1 + j~d + � =kj2j
d� �

1
k

Z

Rn � 1
j b (� )j2 d� �

2
k

Z

j � j� � �

j b (� )j2 d� ; (84)
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for � � su�ciently large. Combining (83) and (84) gives ja(�; � )j � (k1=2=(4
p

6� � ))k� k2
~H � 1=2

k (�)
; and

then, sinceja(�; � )j � k Sk � kH 1=2
k (�) k� k ~H � 1=2

k (�) , we conclude that, for this particular choice of� ,

kSk � kH 1=2
k (�) � (k1=2=(4

p
6� � )) k� k ~H � 1=2

k (�) ;

which demonstrates the sharpness of (80) in the limitk ! 1 .

6 k-explicit analysis of Tk

This section improves upon and generalizes the result of [19, Theorem 2], sharpening thek-
dependence of the bounds on the coercivity constant, and providing estimates in the 2D case,
which was not considered in [19].

Theorem 6.1. For any s 2 R, the hypersingular operatorTk de�nes a bounded linear operator
Tk : H s

�
! H s� 1(�) , and

kTk � kH s� 1
k (�) �

1
2

k� kH s
k (Rn � 1 ) ; � 2 H s

� ; k > 0: (85)

Proof. Again, we give the proof for� 2 ~H s(�), the extension to � 2 H s
�

being justi�ed using
Remark 2.17. By the density ofD(�) in ~H s(�) it su�ces to prove (85) for � 2 D(�). For such
a � we �rst note from Theorem 4.1 that Tk � = ( T1

k � )j � , where [T1
k ' (� ) = (i =2)Z (� )'̂ (� ), for

' 2 D(Rn� 1). Clearly, for any ' 2 D(Rn� 1) and any s 2 R, the integral
Z

Rn � 1
(k2 + j� j2)s� 1j [T1

k ' (� )j2 d�

is �nite, and hence T1
k ' 2 H s� 1(Rn� 1). As a result, given� 2 D(�) we can estimate

kTk � kH s� 1
k (�) � k T1

k � kH s� 1
k (Rn � 1 ) =

1
2

s Z

Rn � 1
(k2 + j� j2)s� 1jZ (� )j2j b� (� )j2 d�

�
1
2

s Z

Rn � 1
(k2 + j� j2)sj b� (� )j2 d� ; (86)

as required.

Theorem 6.2. The sesquilinear form on~H 1=2(�) � ~H 1=2(�) de�ned by

b(�;  ) := hTk �;  i H � 1=2 (�) � ~H 1=2 (�) ; �;  2 ~H 1=2(�) ;

satis�es, for any k0 > 0, the coercivity estimate

jb(�; � )j � C(kL)� k� k2
~H 1=2

k (�)
; � 2 ~H 1=2(�) ; k � k0; (87)
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whereL := diam � , C > 0 is a constant depending only onk0, and

� =

(
� 2

3 ; n = 3;

� 1
2 ; n = 2:

Proof. As in the proof of Lemma 5.1, for ease of presentation we present the proof only for the
caseL = 1, but a simple rescaling deals with the general case. By the density ofD(�) in ~H 1=2(�)
it su�ces to prove (87) for � 2 D(�). For such a � , equation (61) from Theorem 4.1 gives that

jb(�; � )j =
1
2

�
�
�
�

Z

Rn � 1
Z(� )j b� (� )j2 d�

�
�
�
� �

I

2
p

2
; (88)

where

I :=
Z

Rn � 1
jZ (� )jj b� (� )j2 d� :

De�ning

J := k� k2
~H 1=2

k (�)
=

Z

Rn � 1
(k2 + j� j2)1=2j b� (� )j2 d� ;



and we have used the fact that, for 0< j� j < k � " ,

k2 + j� j2

k2 � j � j2
�

k2 + ( k � ")2

k2 � (k � " )2
� C2

1 :

Similarly,

J4 : =
Z

j � j>k + "
(k2 + j� j2)1=2j b� (� )j2 d� =

Z

j � j>k + "

(k2 + j� j2)1=2

(



wherean := k � "=2 if n = 3 and an := 1 if n = 2. We now note that, for any 0< " < c < d ,

Z

c< j� j<d
f (� � " �̂ ) d� =

( R
c� "< j� j<d � " f (� )

�
1 � "

j� j

�
d� ; n = 3;

R
c� "< j� j<d � " f (� ) d� ; n = 2:

(94)

Assume 0< " < k= 3. Then for k � 2" < j� j < k � " , we have 1 +"=j� j � 2, so that, using (94),
Z

k� "< j� j<k
j b� (� � " �̂ )j2 d� � 2

Z

k� 2"< j� j<k � "
j b� (� )j2 d�

�
2

(k2 � (k � " )2)1=2

Z

k� 2"< j� j<k � "
(k2 � j � j2)1=2j b� (� )j2 d�

�
2

("(2k � ")) � j

(



Remark 6.3. We can show that the bounds established in Theorem 6.1 are sharp in their depen-
dence onk as k ! 1 , at least for the cases = 1=2. As before, for simplicity of presentation we
assume thatdiam � = 1 and k > 1. Let 0 6= � 2 D(�) be independent ofk. Then, by (88),



We are assuming that we have an estimate of the quantitykvk ~H � 1=2
k (�) . It therefore remains to

bound kwkH 1=2
k (�) .

Lemma 7.1. Let k > 0, let � be an arbitrary nonempty relatively open subset of� 1 , and let
L := diam � .

(i) Let d 2 Rn with jjdjj � 1. Then there existsC > 0, independent ofk and � , such thatd



singularities in ~u(y) and therefore no restriction on the choice of" in this case). Explicitly,

k� L ~uk2
H 1=2

k (Rn � 1 )
= L2(n� 1)

Z

Rn � 1
(k2 + j� j2)1=2j b� (L(� � kd)) j2 d�

= Ln� 1
Z

Rn � 1
(k2 + j� =L + kdj2)1=2j b� (� )j2 d�

� Ln� 2(1 + kL)
Z

Rn � 1
(2 + j� j)j b� (� )j2 d� ;

after the change of variable� = L(� � kd). Using this in (102) gives the desired result (100), where

C > 0 is a constant independent ofk, and proportional to



since the de�nition of " = min f 1; d=(2L)g ensures that" � d=(2L), which in turn ensures
that r (s) � d=2 for s 2 FL" . We can estimatejH (1)

0 (kd=2)j � C log (2 + 1=(kd)), and also

1
kL"

� 2
�

1
kL

+
1

kd

�
� 2

�
1 +

1
kL

� �
1 +

1
kd

�
; (105)

so that

k� 1=2k� 0
L ~ukL 2 (R) � C

�
1 +

1
p

kL

� �
1 +

1
p

kd

�
log

�
2 +

1
kd

�
: (106)

� For the term involving k� L ~u0kL 2 (R) we �rst note that j~u0(s)j � (k=4)jH (1)
1 (kr (s)) j. The fact

that jH (1)
1 (z)j is decreasing implies that7

k� L ~u0k2
L 2 (R) �

Z

FL"

j~u0j2



Finally, using (104), (106) and (107) in (103) gives the required estimate (101).

When n = 3 we have, in place of (103),

k� L ~ukH 1=2
k (R2 ) � k� 1=2k� L ~ukH 1

k (R2 ) � k1=2k� L ~ukL 2 (R2 ) + k� 1=2
2X

j =1

 








@�L
@yj

~u










L 2 (R2 )

+








 � L

@~u
@yj










L 2 (R)

!

:

(108)

Now, with y = ( ~y; 0) and ~y = ( y1; y2) 2 R2, we have ~u(y) � ~u(~y) = e ikr ( ~y )=(4�r (~y)), where
r (~y) =

p
(x1 � y1)2 + ( x2 � y2)2 + x2

3. Then (@~u=@yj )( ~y) = ( yj � x j )(i kr (~y) � 1)eikr ( ~y )=(4�r (~y)3).
To avoid the singularity at y = x we de�ne d := dist( x; �) and take our closed setF = B � n Bd,
where B � is the smallest closed ball containing � andBd = f ~y 2 R2 : r (~y) < dg. Again we set
" = min f 1; d=(2L)g, and note that in th793 TFTJ 09 11.9552 Tf 17.18 0 T(�)]TJ/F43 7.97(2L)
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 � L

@~u
@yj










2

L 2 (R)

�
Z

FL"

�
�
�
�

@~u
@yj

�
�
�
�

2

� Ck2
Z l

0

�
1 +

p
r 2 + ~d2

� 2
r dr

(r 2 + ~d2)2

� Ck2
�

1 + l



8 Aperture problems



De�nition 8.2 (Problem H). Given gH 2 H � 1=2(�) , �nd u 2 C2 (U� ) \ W such that

� u + k2u = 0; in U� ; (115)

u = 0; on � 1 n � ; (116)

J@u=@nK= gH; (117)

[u] = 0; (118)

ff ugg 2 ~H 1=2(�) ; (119)

and u satis�es the Sommerfeld radiation condition.

By (116) we mean, precisely, that
 � (�u )j � 1 n� = 0, where � is any element ofD(Rn ).

De�nition 8.3 (Problem I). Given gI 2 H 1=2(�) , �nd u 2 C2 (U� ) \ W such that

� u + k2u = 0; in U� ; (120)
@u
@n

= 0; on � 1 n � ; (121)

JuK= gI; (122)

[@u=@n] = 0; (123)

ff @u=@ngg 2 ~H � 1=2(�) ; (124)

and u satis�es the Sommerfeld radiation condition.

By (121) we mean, precisely, that@�
n (�u )j � 1 n� = 0, where � is any element ofD(Rn ).

Example 8.4. Consider the aperture problem of scattering by� 1 n � of a plane wave

ui (x) := e ikx �d ; x 2 U+ ; (125)

incident from U+ , where d = ( ~d; dn ) 2 Rn is a unit direction vector with ~d 2 Rn� 1 and dn < 0.
The cases of a `sound soft' and a `sound hard' screen are modelled respectively by problemH (with
gH = � 2@ui =@nj � ) and problemI (with gI = � 2ui j � ). In both casesu represents the di�racted �eld,
the total �eld being given by

utot =

(
u + ui + ur ; in U+ ;

u;n) 2 Rn 2 11.9552 Tf 11.391 0 Td [(U)]TJ/F40 7.9701 Tf 9.199 4.936 Td [(+)]TJ/F42 11.9552 Tf 7.085 -4.936 Td [(;)]TJ/F29 11.953and a ]TJ/F42 11.955424 0 TF29 11.9he total �2 0 T752 1 7.9701 Tf 129552 Tf 5.636 1.793 Td [())1.111.9552 Tfd(plane)-350(wave)]TJ/01 T2 Tf 74.62709 4.339 Td [(+)]TJ/F42388Tf 7.087 0 Td Tf300..337 0 Td [(0582 Tf 9.481 -4.339 Td [(and)]TJ/F42 11.9552 Tf 23.28 0 Td [(385 -4.339 Td [(is)-397(a)-39s)-327(the)-326(di 5.449552 Tf 5.853 0 Td 226(c)50(ases)]TJ9and)-345(a)-345(`sound)-345(har)22 -14.446 Td (ctor)-397(with)]TJ/F29 172 Tf 12.426 0 Td )-350(total)-350(�8.82 Tf 29.90y)82(,)-327(that)]TJ/F42 1Td [(u)]TJ/c 0 Td [(@)-54(u=@)]TJ/631 0 Td [(u)]TJ/F.794 Td [().)-697(In)-327(b)50(oth)-326(c)50(ases)]TJ/F42 11.9101 Tf 6.662 4.936 Td [(10))]TJ/f7.97001 Tf(g8639445 Td [01 F42 d [01 .9552 Tf [((8J/Fh)-3 11.9552 Tf y)82(,)-327(that)]TJ/F42 11.9552 Tf 1c 0 Td [(@)-54(u=@)]TJ//F7451�



here, we note that the conditions (118) and (123) in problemsH and I are required to ensure that
(112) and (113) hold for both problems, so that the representation theorem is valid. Speci�cally,
if u is a solution of problemH then set w(x) := u(x) � u(x0), where x0 denotes the re
ection ofx
in � 1 . From (116) and (118) and the uniqueness of the solution of the Helmholtz equation in a
half-space with Dirichlet boundary conditions it follows thatw = 0, i.e. that u(x) = u(x0), which
implies (113). Similarly, one can prove that ifu is a solution of problemI then u(x) = � u(x0),
which implies (112). These results are summarised in the following theorems.

Theorem 8.5. For any gH 2 H � 1=2(�) problemH has a unique solution given by formula

u(x) = �D k ff ugg(x); x 2 U� ;

whereff ugg is the unique solution in ~H 1=2(�) of equation (46) withgN = gH=2.

Theorem 8.6. For any gI 2 H 1=2(�) problemI has a unique solution given by formula

u(x) = �S k ff @u=@ngg(x); x 2H 1= 6Td [(1)]TJ/F43 7.9701 Tf 4.234 0 Td [(=)]TJ/F4I8(can)-399(pro)27(v)201 05046) withg
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